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One avenue of understanding the history of medicine and of assaying the future of medicine is to identify and elucidate the applications of technological advances of a particular era to the diagnosis and treatment of human illnesses. Consider, for example, the glass magnifying lens. When Leeuwenhoek created the microscope by joining two convex lenses at the disparate ends of a hollow tube, he was paving the way for the advent of microbiology, antibiotic treatments, and even, arguably, evidence-based medicine. For the first time in history, physicians and scientists could visualize, and thereby study, classify, and link microorganisms to human disease states. Manifestly, the countless lives that have been saved based on these and related discoveries are monumental. However, the conceptual changes brought about the advances in medicine that can be traced to the applications of lens-based technology may be even more far-reaching. Prior to our ability to visualize microorganisms, the idea that invisible (evil?) particles from the air could enter the human body, infect and destroy human tissue, and take human life would be more closely related to metaphysics and superstition. Did these invisible particles come from gods? Were these flotsams dispatched to wreak havoc on particular individuals or mankind in general, because we had sinned against the gods? Were they the work of evil-doers amongst us who were spreading destructive spells, poisoning our drinking wells? How should we placate the gods to obviate these plagues—Excommunication? Sacrifice those among us who seem different? How should we punish those responsible aliens—wars, imprisonment, burning them on crosses? More constructively, and most important to our consideration in this book, what new technologies—beyond the glass lens—could be applied to the visualization of the human organism and the external agents that affect such towards the purpose of enhanced understanding of normative and disordered/diseased organic function?

In 1987, with the encouragement and generous support of the American Psychiatric Press, Inc., we (SCY and REH) founded and were appointed Editor and Deputy Editor, respectively, of The Journal of Neuropsychiatry and Clinical Neurosciences (JNP), a new peer-reviewed journal devoted to exploring and expanding the interface of psychiatry and neurology. Several years later, JNP was afforded the honor of being designated the official journal of the American Neuropsychiatric Association, the leading American association devoted to the advancement of neuropsychiatry and behavioral neurology.

The 1990s were designated the "Decade of the Brain," with the extravagant hope that scientific research would lead to a markedly enhanced understanding of human brain function and the pathogeneses of brain dysfunctions and the concomitant forging of major headways in the diagnosis and treatment of neuropsychiatric illnesses. Leading the charge in this ambitious enterprise were three extraordinary scientific enterprises: genetics, cellular and molecular biology, and neuroimaging.

During the first half of the 1990s, enormous excitement in the fields of neuropsychiatry and behavioral neurology was generated by the potential impact of technological advances in neuroimaging—particularly functional brain imaging—on the diagnosis and treatment of neuropsychiatric illnesses. JNP was receiving steadily increasing numbers of submissions related to neuroimaging, and many of these were innovative, interesting, and important contributions. Nonetheless, we believed that the role and promise of neuroimaging in neuropsychiatry was of sufficient importance that our readership could benefit from regular updates and overviews of advances in this realm. Of particular interest was how these neuroimaging advances were affecting—or might soon affect—the everyday practice of neuropsychiatry and behavioral neurology.

In 1996, we approached two brilliant young scientists who, as assistant professors at Baylor College of Medicine, were collaborating productively on a vast array of research and educational projects. Robin A. Hurley, M.D., is as gifted, energetic, and creative a neuropsychiatrist as we have seen in the combined half century that we have had leadership positions in academic institutions. Even as an assistant professor, Dr. Hurley was an accomplished scholar who had achieved an almost incomparable mastery of neuroanatomy, neurocircuitry, and neurophysiology, and was applying her vast knowledge to the ever-enlarging scope of
neuroimaging. Katherine H. Taber, Ph.D., was a highly regarded neurobiologist with a keen interest in the emerging field of medical informatics—with the focus on understanding of the intersection between neuroradiology and neuropsychiatric disease. We asked Drs. Hurley and Taber to develop a regularly appearing column in each of the quarterly issues of JNP that would “bring to life” the clinical applications of the advances in neuroimaging for the practicing neuropsychiatrist, behavioral neurologist, and neuropsychologist. Prototypically modest and understated, this dynamic duo initially declined our offer, as they believed that they did not have the experience to take on such a challenge. We persisted, and they acceded to write several columns for JNP “on a trial basis.” That was about 10 years—and 40 columns—ago.

Drs. Hurley and Taber decided to name their new column “Windows to the Brain” and to limit the lengths of the articles to 5–10 pages. Their stated goal was to craft unique pieces that were timely, original, interesting, entertaining, and, most importantly, clinically applicable. They would emphasize new neuroimaging technologies and their innovative applications to neuropsychiatry. To add dimension and diversity to their columns, Drs. Hurley and Taber, in-veterate collaborators, selected authors and co-authors from international pioneers in brain imaging. The net result has been a product that has exceeded the both authors’ and our own ambitious goals and our own high expectations for quality and relevance. The images presented in “Windows to the Brain” are clearly explained, clinically relevant, and often quite beautiful. Soon these images became the “cover art” for JNP, a practice broadly emulated by other fine scientific journals. The response of the JNP readership was uniformly and wildly enthusiastic, with many communicating to us that the column is their favorite component to the journal.

At the Annual Meeting of the American Neuropsychiatric Association (ANPA), one ANPA member surprised SCY by reporting the following:

“Windows to the Brain” is the primary way I keep up with advances in clinical neuropsychiatry. It’s not just the images, but the pithy case reports that describe both rare and common neuropsychiatric disorders and how to go about working patients up with these conditions. It is a very, very, efficient way to stay current.

SCY shared this comment with REH, and we both thought that, given all of the other resources by which to keep current, the member’s enthusiasm was somewhat overstated. Although we had read—with enthusiasm—every word of every “Windows to the Brain” column, we were not prepared for the impact of the present volume, wherein all of the articles have been collected and organized into the coherent and integrating units of 1) imaging techniques, 2) specific diseases, 3) anatomy and circuitry, and 4) treatment. “The whole,” in truth, is far greater than the sum of its parts. Let us consider several chapters as examples of this contention.

Chapter 1, “Blood Flow Imaging of the Brain: 50 Years’ Experience,” is a concise summary of the origins and step-by-step development of blood flow imaging techniques and applications. The authors dissect lucidly the limitations of the technologies and precisely how these were overcome. Differences among and relative advantages of differing imaging techniques such as cerebral blood flow (CBF), positron emission tomography (PET), single photon emission computed tomography (SPECT), computed tomography (CT), functional magnetic resonance imaging (fMRI), and others are illuminated. Chapter 2, “Functional Magnetic Resonance Imaging: Application to Posttraumatic Stress Disorder,” immediately applies the basic information provided in Chapter 1 to a highly prevalent and disabling anxiety disorder. More details are provided about the underlying mechanistic principles of fMRI, and how this can be applied to study and understand changes in brain functioning in patients suffering from posttraumatic stress disorder (PTSD). The authors review and explicate the published literature, comparing changes in regional brain function in patients with PTSD with those in matched controls and concluding that “this finding is consistent with the finding that PTSD involves a failure of medial frontal regions to properly inhibit the amygdala...With fMRI techniques, the delicate balance between the structures of the emotion and memory tracts becomes more evident.” Chapter 4 introduces the reader to another imaging modality, diffusion tensor imaging, and its applications to neuropsychiatry, while Chapter 6 discusses magnetoencephalography and how it can be applied to the study of people with autism, and Chapter 7 reviews applications of xenon computed tomography to general neuropsychiatric practice. We know of no other book that presents this information, vital to the practice of clinical neuropsychiatry or behavioral neurology, so concisely and clearly.

As revealed in Part 2 of Windows to the Brain, diagnostic neuroimaging has truly “come of age” in neuropsychiatry. From diagnosing the subtle and rare dementia, cortical basal degeneration, utilizing fluorodopa PET, to assaying the extent of brain damage secondary to carbon monoxide poisoning utilizing CT, MRI, and SPECT, understanding the role of new brain imaging technologies has become essential to the modern neuropsychiatrist and behavioral neurologist’s diagnostic and prognostic armamentarium. In our opinion, no other book, to our knowledge, is as up-to-date, comprehensive, or as clear in this domain. The presentations and clinical descriptions of the
neuropsychiatric conditions that are considered are tours de force in clarity and brevity. We invite you to peruse the descriptions of autism, Huntington’s disease, mild (sports-related) traumatic brain injury, traumatic axonal injury, corticobasal degeneration, metachromatic leukodystrophy, HIV-related progressive multifocal leukoencephalopathy, prion disease, Binswanger’s disease, normal pressure hydrocephalus, multiple sclerosis, and a vast array of conditions conventionally considered to be psychiatric such as bipolar disorder, panic disorder, and obsessive compulsive disorder. The authors have succeeded in providing descriptive “snapshots” of these conditions that are useful for review, preparation for board examinations, and bedside applications. These chapters are veritable modern versions of clinical pathological conferences.

We indicated earlier our belief that one can gain a glimpse of the future of medicine by speculating about the applications of the cutting edge technologies of the present. Nowhere is this more manifest than in Part 4 of Windows to the Brain, which focuses on treatment. Chapter 30, “Predicting Treatment Response in Obsessive-Compulsive Disorder,” provides a hint of the “personalized treatments” that neuroimaging and neurogenetics will help to bring about. Surgical treatments of neuropsychiatric diseases will revolutionize the treatments of neuropsychiatric conditions by providing more focal interventions than are possible by our current approach of “flooding the brain” with pharmacologic agents. Paving the way for and enabling these breakthroughs will be the full array of neuroimaging that will localize lesions, guide the placements of electrical devices, and measure brain responses to the neurosurgical interventions. We believe that procedures such as stereotactic neurosurgical ablation procedures and deep brain stimulation are barely the “tip of the iceberg” of future opportunities to treat a panoply of neuropsychiatric conditions that, heretofore, have been considered intractable.

We look forward with enormous enthusiasm to Drs. Hurley and Taber documenting and explicating this exciting new therapeutic world in succeeding “Windows to the Brain” JNP columns, while expressing our fathomless admiration and appreciation for their peerless prior contributions that are offered in this book.

Stuart C. Yudofsky, M.D.
Robert E. Hales, M.D., M.B.A.
The 1990s were designated the “Decade of the Brain.” During this time, the scientific understanding of mental illness grew considerably. Psychiatry began to grasp the contributions of genetics, substance abuse, and stress to mental illness. Many new neurotransmitters were identified as having significant roles in these conditions as well. The study and classification of dementias flourished, as did a small but growing subspecialty, “neuropsychiatry.” However, the contributions of neuroanatomy and the emotion/memory circuits remained more challenging. Parallel to the developments in psychiatry, radiology was also undergoing a technical revolution, with advances in computed tomography and the initial foray of clinical magnetic resonance imaging (MRI) into brain pathology. It only seemed natural that the two specialties would meet to advance our understanding of psychiatric disease. As the 21st century arrived, the pace of technological advances in radiological imaging accelerated with the development of MRI sequences to more clearly separate normal from pathological tissue, to view images in three dimensions, and to view the living brain as it functions. In fact, the technology advanced so quickly that it outstripped the clinicians’ ability to use that information at the bedside. These new technologies made it possible to study the brain as a person thinks a thought, feels an emotion, or even has a hallucination. However, these incredible scientific tools and new discoveries were only “academic” if they could not be applied to patient care. Most practicing psychiatrists, at that point in time, had limited training in and understanding of how to use radiologic tools in mental health. Thus, the need to educate clinicians in order to apply this knowledge became imperative.

A single patient with new-onset psychosis after a recent motor vehicle accident created the environment that brought a neuroradiologist, a neurobiologist, and a psychiatrist resident together. The three soon realized that they shared a common interest in advancing the understanding of neuroanatomy and neuroimaging as applied to psychiatric disease. One major challenge was how to present large amounts of scientific data in a clinician-friendly format. To meet this challenge, the neurobiologist (KHT) had been studying the new field of medical informatics, particularly the principles of information design. These concepts became readily useful to the group for both radiological publications and local teaching. Seeing the results of these efforts, Drs. Yudofsky and Hales encouraged the group to expand to a larger audience and thus, “Windows to the Brain” was created. Since that time, we have been fortunate to continue the series for seven years and expand into anatomical teaching charts, models, posters, lectures, and now, this textbook. It contains all of the “Windows to the Brain” papers (1999–2006), with the accompanying cover art and updates on the subject matter as available to date.

Within this book, we have separated the “Windows” papers into four sections to assist the reader in organizing the knowledge and to increase appreciation of the wide range of research and clinical applications for imaging in neuropsychiatry (imaging techniques, specific diseases, anatomy and circuitry, and treatment). The imaging chapters each largely focus on a particular imaging technique, its underlying principles, strengths and weaknesses, and applications to an example disease; the disease chapters each largely focus on a particular disease and the range of investigative techniques that are being utilized; the anatomy and circuitry chapters each largely focus on a particular brain structure or a functional neuropsychiatric circuit; the treatment-focused chapters each largely focus on a particular imaging-based approach to understanding or selecting best treatment options.

As neuropsychiatry continues to grow, and the understanding of anatomy and imaging continues to expand, it is our hope to continue to create this series. We want to bring that excitement and new knowledge to our clinicians and to our patients. This work could not have happened without the initial and continual mentorship of Drs. Yudofsky and Hales. It is under their leadership and guidance that we have succeeded. In addition, the series would not have been possible if it were not for our multitude of co-authors and helpful field experts. We have been fortunate over the years to be able to collaborate with many of the world’s authorities in anatomy and imaging research.
We have always asked of them to assure that we have validity and accuracy when forging into a new area. We thank them immensely and wish each of them continual successes in their work. In addition, we are very appreciative of our supporting medical schools (Baylor College of Medicine and Wake Forest University) and the Veterans Health Administration, without which we could not have completed these papers. Finally, we wish to thank our patients, their families, and our own families, for they are our inspirations and motivations to pursue an understanding of our brains and how we can improve our lives.

Robin A. Hurley, M.D.
Katherine H. Taber, Ph.D.
The human brain can be imaged both structurally and functionally. Structural imaging allows the clinician to view the normal anatomical landmarks, gray matter, white matter, and ventricles, as well as bony landmarks. Structural imaging is generally presented to the clinician in traditional x-ray format. Most importantly, this type of imaging allows for identification of pathology large enough for visualization. Traditional structural clinical imaging includes computed tomography (CT) and magnetic resonance imaging (MRI). CT is the preferred imaging modality when acute bleeding or skull fracture is suspected. MRI is preferred for visualization of more chronic pathological conditions. Functional imaging allows visualization of the living brain. The most common techniques are single-photon emission computed tomography (SPECT) and positron emission tomography (PET). Although some clinicians view these techniques as research tools, the last decade has proven many clinical uses. Functional imaging of the human brain has become a rapidly expanding field with such new techniques as functional MRI (fMRI), xenon CT, magnetoencephalography (MEG), neurotransmitter receptor imaging, diffusion tensor imaging (DTI), magnetization transfer imaging, and MR spectroscopy. Although the clinical utility of all these techniques is not fully understood, the applications are growing continuously. For a more general review of the basic principles of structural and functional imaging techniques and common clinical applications, the novice is referred to a general neuropsychiatry or imaging textbook.

In this section of the book, the reader will be exposed to many of these structural and functional methods from a more advanced neuropsychiatric point of view. Each of the papers largely focuses on one particular imaging technique at a time, its basic underlying principles, strengths and weaknesses, and applications to an example disease. As the reader reviews these techniques, he/she should be mindful that the disease/lesion process mentioned is only a single example of how to apply the technique. The papers were written to be read either in sequence as a group or as a single reference to a particular method of interest. Each paper contains references where the advanced scientist may go for more details and technical information, as well as a brief summary of pertinent literature that has been published since the original release of the Windows paper. By the conclusion of this section, the reader should have a basic understanding of the imaging methods available for neuropsychiatric practice or research.
This page intentionally left blank
Representative axial cerebral blood flow images are labeled with the year they were made, illustrating the steady improvement in resolutions over the past two decades.
The year 2005 marks the 50th anniversary of presentation of the first cerebral blood flow (CBF) image. An exciting new era opened in 1955 with the publication of “The local circulation of the living brain,” an ex vivo study of the feline brain using a soluble gaseous radioactive tracer, trifluoroiodomethane. This technique was called autoradiography because images were acquired by laying radioactive brain sections directly onto x-ray film. Handling procedures were developed to prevent loss of the gas from tissue. The frozen brain had to be sectioned very rapidly, so sections were necessarily rather thick (~5 mm). These were stored in liquid nitrogen until placed between layers of x-ray film, surrounded by solid CO₂, and stored in darkness for the 10-hour exposure. Another challenge with this tracer was that its solubility in blood was influenced by both hematocrit and lipid content. The resultant individual differences in blood level of the tracer meant that a calibration curve had to be created for each subject. This group continued to refine the measurement of CBF. They introduced new radiotracers, first ¹³¹I-antipyrine, followed by ¹⁴C-antipyrine. ¹⁴C-antipyrine had many
advantages over previous tracers. It was inert and freely diffusible. With a stable (nonvolatile) tracer it was possible to collect thin (~20 µm) sections and expose the x-ray film at room temperature. In addition, the much longer half-life made it possible to create permanent calibration standards. It also provided much higher resolution images, although exposure times were much longer (~2–4 weeks).

Interestingly, the authors themselves preserved a marked skepticism on the subject during presentation of the initial study. “Of course we recognize that this is a very secondhand way of determining physiological activity; it is rather like trying to measure what a factory does by measuring the intake of water and the output of sewage. This is only a problem of plumbing and only secondary inferences can be made about function. We would not suggest that this is a substitute for electrical recording in terms of easy evaluation of what is going on.”

The past half-century of studies have clearly shown that CBF imaging can, in fact, produce valuable information about brain function. The critical next step was development of techniques during the early 1970s that allowed imaging of CBF in the living brain, making functional imaging in human sub-

FIGURE 1–3. Axial PET images of brain acquired in 1975, 1978, 1985, and 1995. Note the significant improvement in resolution since the 1970s. To date, the number of detector elements has doubled ~ every 2 years. Graphics courtesy of CTI Molecular Imaging, Inc.

FIGURE 1–4. A comparison of axial CBF images acquired using dynamic susceptibility contrast-enhanced perfusion magnetic resonance imaging (left) and quantitative [15O] water PET imaging (right) in a patient with chronic carotid occlusive disease. Both methods provide clear visualization of decreased CBF in the left hemisphere and an area of absent flow indicating chronic infarction in the frontal lobe. Close comparison of the two images shows areas of both over- and underestimation of CBF in the MR image. Used with permission from Mukherjee et al.
jcts possible. This method was initially called positron emission transaxial tomography (PETT), later shortened to positron emission tomography (PET) (because it was possible to reconstruct images in planes other than transaxial).2 Soon after the invention of PET, the new technique was applied to the measurement of regional CBF using radiolabeled water (15O-H2O).10–12 Advances in physics and engineering have allowed production of PET images of very high resolution (microPET) for animal work (Figure 1–2). Animal imaging remains important for both prospective study of experimental models and development of new methods.

The prototype PET scanner suitable for human imaging was built in 1974, and commercial systems became available in 1978 (Figure 1–3).2 Single-photon emission computed tomography (SPECT) was introduced soon after.13 Both methods were quickly applied to studies of human cognition and of neurological and psychiatric disease, providing insights into processes previously unobtainable.13–15 It was found, for example, that in normal awake individuals the frontal lobes consistently had the highest CBF and that these regions were responsive to many conditions. In contrast, individuals with schizophrenia often had reduced frontal CBF (hypofrontality) and decreased responsiveness in these regions.13

A major challenge during these early years was development of standardized methods for comparisons within and across individuals and groups. Image resolution was too low for accurate visual identification of anatomical regions. One solution was development of mathematical methods that allowed translation of each individual's brain scans into the standard stereotactic system used by neurosurgeons.16 With this conversion in place, it became possible to select regions for analysis based upon the stereotactic atlas of the brain and to identify regions by contrast, individuals with schizophrenia often had reduced frontal CBF (hypofrontality) and decreased responsiveness in these regions.13

The most commonly used tracer for PET CBF imaging is radiolabeled water (15O-H2O). This tracer has a very short half-life (~2 minutes), so a bolus injection provides a snapshot of CBF that can be repeated, if required, every 12–15 minutes.22 This technique has been particularly useful clinically in the study of acute stroke.23 Decreased perfusion (misery perfusion) is found in areas near the infarct during the first few hours after onset, followed by increases (luxury perfusion) over the first week. PET has been used to monitor the effectiveness of thrombolytic therapy and other interventions. Inhalation of 15O provides several measures, including oxygen consumption, oxygen extraction ratio, and cerebral blood volume (CBV). This is not considered a clinical technique, as it is quite complex.

SPECT regional cerebral blood flow (rCBF) imaging is quite valuable in many neuropsychiatric conditions, including dementias, seizures, trauma, movement disorders, anxiety, obsessive-compulsive disorder, and schizophrenia.24,25 It is widely available, as the same nuclear medicine cameras and software that are used for clinical scans of thyroids, prostates, or hearts are also used for brains. Three-dimensional images can be reconstructed, as well as the traditional axial, sagittal, and coronal planes of section. The most commonly used SPECT brain blood flow tracer remains 99mTc-hexamethylpropyleneamine oxime (HMPAO), followed by t.i.-ethyl cysteinate dimer (ECD). Once injected under quiet, dimly lit standard conditions, HMPAO allows for immediate fixation in the brain and scanning up to several hours later.20 A recent review article provides an excellent in-depth introduction to the science of brain perfusion in SPECT imaging.20

The most widely studied and most common neuro-psychiatric use for SPECT imaging is in the differential diagnosis of Alzheimer's disease (AD) from vascular and other dementing diseases (e.g., Lewy body dementia, frontotemporal dementia, or Parkinson's disease).27,28 A recent metaanalysis found SPECT to have a higher specificity than clinical criteria in discerning AD from other dementias (91% vs. 70%), although clinical criteria have a higher sensitivity.27 Other applications under extensive study with dementia include the staging of the cognitive decline and mild cognitive impairments in patients likely to develop AD, and new looks at treatment response patterns with the cholinesterase inhibitors.29–31

Localization of seizure foci in epilepsy patients for evaluation of surgical candidacy remains an area of extensive use of brain SPECT. Medication-resistant seizures can cause extreme debilitation to patients, and surgical resection after lesion localization can be curative. If the tracer is administered while a seizure is occurring (ictal scan), the ictal focus will have hyperperfusion as compared to the resting or interictal hyperperfusion state.24,32,33

Cerebrovascular conditions such as hyperperfusion, cerebrovascular accidents, transient ischemic attacks, and post-vascular interventions are also imaged with highly successful lesion localization.24 Other clinical uses for SPECT include identification of areas of abnormal blood flow in vasculitis and multiple sclerosis, and in documentation of poor brain function after trauma.34–36 Evidence
of altered brain function via grossly abnormal blood flow pictures can assist with symptom explanation, diagnostic clarification, and biopsychosocial treatment plan changes in patients with normal structural imaging.\textsuperscript{34–36} Investigational uses of SPECT for blood flow in psychiatric diseases include extensive imaging of obsessive-compulsive disorder patients with hyperperfusion patterns and hypoperfusion in schizophrenia, Gilles de la Tourette’s syndrome, and unipolar depression.\textsuperscript{24}

The PET and SPECT methods for acquiring CBF images provided much of the data that is key to our modern understanding of brain and behavior. These methods continue to be valuable, but clinical applications are limited by their reliance on radioisotope production and administration of ionizing radiation. More recently, several different approaches to imaging CBF have been developed that do not require administration of radiotracers.

Within a decade of the introduction of computed tomography (CT) two methods for evaluating CBF were developed, both based on administration of a contrast agent. The simple addition of a rapid injection of an iodine-containing contrast agent to the CT protocol (first-pass or bolus perfusion CT) allows simultaneous assessment of several parameters, including CBF, CBV, mean transit time (MTT), and blood-brain barrier (BBB) permeability.\textsuperscript{37–39} A major advantage of this technique is that it requires no special equipment. The software required to calculate these maps is available from all major CT companies. Its addition to the imaging examination requires only a few extra minutes. First-pass perfusion CT is valuable for examination of acute stroke, providing a rapid method for assessing the extent and severity of ischemia. The combination of CBF, CBV, and BBB permeability assessment has also shown potential for grading of cerebral tumors. At present, the major limitation of this technique is coverage. On most CT scanners only a few sections can be obtained. An alternative method of perfusion CT uses a slow administration of contrast agent in order to maintain a steady concentration over a sufficient time to allow imaging of the entire brain. This method, however, provides only CBV measurement.\textsuperscript{38}

The other CT contrast agent that is used to measure CBF is stable xenon gas (Xe).\textsuperscript{38,40} When inhaled, this radio-dense, lipid-soluble gas dissolves into the blood and passes into the brain, providing a quantitative measure of CBF. Like perfusion CT, XeCT adds very little time to the exam time. Unlike most methods of imaging CBF, XeCT is truly quantitative and has been found to be accurate even at very low and very high flow rates. An additional advantage is its rapid elimination, which makes repeated scanning under different conditions (e.g., drug challenge) possible. Xe is a narcotic gas, however, and even in the low doses presently used, some euphoric or dysphoric side effects are seen. XeCT is valuable in the management of acute stroke, allowing differentiation of the salvageable ischemic penumbra from the core. This is critical information, for if no area within the stroke is still viable, then thrombolytic therapy should not be commenced. Management of severe traumatic brain injury is also enhanced by use of XeCT CBF studies to identify development of conditions (e.g., cerebral swelling) that can lead to secondary brain injury. In February of 2001 the use of Xe as an x-ray contrast agent was temporarily halted by the FDA, pending completion of required studies that are currently under way at many academic medical centers.

Magnetic resonance (MR) imaging also provides two approaches to measuring CBF.\textsuperscript{38,39} Like first-pass perfusion CT, one approach uses administration of a contrast agent (this technique is variously called dynamic susceptibility contrast, first-pass, or bolus perfusion MR imaging). Unlike XeCT, however, MR contrast agents remain intravascular. In addition, MR contrast agents alter image intensity indirectly by the effect of the contrast agent on surrounding tissues. These differences complicate quantification. A weakness of this technique is that at the present time only approximate measures of CBV, CBF, and MTT can be derived. Quantifying the tracer in a given volume of magnetic resonance imaging (MRI) space is not as straightforward as quantification of a radiolabeled tracer with PET. This is an active area of research.\textsuperscript{41} Direct comparison studies indicate that there is good qualitative but not quantitative agreement between CBF measurement made with PET and dynamic susceptibility contrast perfusion MRI (Figure 1–4).\textsuperscript{3,42} A major advantage of this technique is the absence of exposure to radiation of any sort. The most common clinical application is evaluation of acute stroke.\textsuperscript{38,39} Recent work suggests that it may also be useful in monitoring of multiple sclerosis.\textsuperscript{43}

The other MRI method for imaging CBF does not require administration of a contrast agent; rather, water molecules in the carotid arteries are “tagged” by radiofrequency pulses, which change the signal from the water in blood, making the blood itself into a contrast agent.\textsuperscript{44} The altered signal is imaged shortly thereafter as the tagged blood flows upward through the brain. This approach is called arterial spin labeling (ASL). Multiple ASL MRI methods have been developed. While this way of CBF imaging is still considered an experimental technique, it has great potential for future clinical and research applications. Most importantly, it requires neither exposure to any form of radiation nor administration of a contrast agent, and measures can be repeated as often as required.

The development and application of methods to measure local brain blood flow in living humans revolution-
ized neuroscience and has captured substantial public interest. Functional imaging has significantly increased our understanding of the emotion and behavior circuits of the brain. As always, caution must be used in interpreting individual data. Many factors can influence functional studies including comorbidities, technical factors, medications, individual patient state, and tracer injection conditions. More extreme care is needed when medicolegal issues arise. One recent review notes the limitations of such imaging in forensic testimony.45
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Presents a comparative overview of the main techniques used for imaging cerebral blood flow in the clinical setting. It is intended as a guide for clinicians, to help them choose the most appropriate technique for a given clinical situation.
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Several areas believed to be important in PTSD are indicated in color on sagittal (upper image) and axial (lower image) T1-weighted MR images from a normal individual: rostral anterior cingulate cortex (blue), amygdala (pink), hippocampus (yellow). The approximate location of the axial section is indicated on the midline sagittal MR image. Broca's area (not illustrated) has also been implicated.
FIGURE 2–1. The locations of the rostral anterior cingulate (blue), amygdala (pink), and hippocampus (yellow) are indicated on midline sagittal (left image) and axial (right image) MR images from a normal individual. The approximate location of the axial section is indicated on the sagittal image.

FIGURE 2–2. Areas of significantly increased blood-oxygen-level-dependent (BOLD) response (measured by fMRI) during traumatic script recall versus baseline between groups are superimposed on T1-weighted MR images and schematics of the brain. Patients with PTSD (as a result of sexual abuse or assault or motor vehicle accidents) who had increased heart rate during remembering, an indication of autonomic arousal, had less activation than controls in the thalamus, orbitofrontal cortex, and subgenual anterior cingulate cortex (left panel). PTSD patients who did not have increased heart rate during remembering, an indication of dissociation, had more activation than controls in the superior temporal cortex, parietal cortex, and rostral anterior cingulate cortex (right panel). The control group had similar trauma exposure to both PTSD groups but did not have PTSD. The color bar illustrates the corresponding t values.

FIGURE 2–3. (left) Brain activation was measured by fMRI during exposure to masked-fearful versus masked-happy faces, a task designed to activate the amygdala in isolation (i.e., in the absence of frontal cortical activation). The areas of greater activation in combat-exposed men with PTSD (n = 8) compared with a similar group of combat-exposed men without PTSD are superimposed on averaged structural MRI data. The color bar illustrates the corresponding P values. Note the significantly greater activation evident in the right amygdala. Reprinted with permission from Rauch et al.1
Posttraumatic stress disorder (PTSD) is classified as an anxiety disorder that occurs in approximately 8% of the population. It is frequently chronic and often co-occurs with other psychiatric disorders, such as major depression and substance abuse. This disorder involves exposure to a life-threatening event along with intrusive reexperiencing of the event, persistent avoidance of stimuli associated with the event, increased arousal, duration of symptoms exceeding one month, and clinically significant impairment in general life functioning.

PTSD has been studied from many aspects, including searches for the neurochemical and neuroanatomical changes that occur. This work has produced many conflicting results because of variations in the population studied, study design, outcome measures, and comorbid variables such as preexisting conditions. Newport and Nemeroff provide a review of documented neurobiological abnormalities. Neurochemical abnormalities have been most often reported in the hypothalamic-pituitary-adrenal axis, particularly increased levels of norepinephrine and epinephrine. Patients with PTSD have been found to produce elevated levels of corticotropin-releasing factor but low levels of cortisol. Other possible abnormalities include increased levels of triiodothyronine (T3) and thyroxine (T4), serotonin dysfunction, impaired γ-aminobutyric acid (GABA) function, increased cellular immune activation, sensory processing abnormalities, and dysregulation of the endogenous opioid system.

The neuroanatomical correlates of PTSD using neuroimaging have been less well studied. A PubMed search produced only 65 references for neuroimaging and PTSD. Three recent reviews summarize results from these preliminary studies. As with the neurochemical literature, study designs vary, study populations differ, and a variety of outcome measures have been used. Thus, given the early stage of imaging research in PTSD, it would be premature to draw any conclusions.

Study tools have included magnetic resonance imaging (MRI), magnetic resonance spectroscopy, single-photon emission computed tomography (SPECT), positron emission tomography (PET), ligand studies with radioisotopes that tag neurotransmitters or medications, and, more recently, functional magnetic resonance imaging (fMRI). Together these studies have examined both brain morphology and brain functioning in subjects with PTSD. Comparison groups have included individuals who have not experienced trauma and subjects with traumatic exposures who did not develop PTSD. Hull has summarized the central findings of these studies; they include decreased hippocampal volume, increased amygdala activity, decreased anterior cingulate cortex activation, decreased Broca’s area activity, right hemispheric lateralization, decreased N-acetylaspar-tate in medial temporal regions, and activation of the visual cortex.

Theories to explain these findings include the pivotal role of the amygdala in fear conditioning coupled with roles of the anterior cingulate and the hippocampus to extinguish fear, as well as the role of Broca’s area in attaching meaning or significance to experiences that can be translated into words. Bremner, reviewing both published and unpublished data, noted in addition a significant role for the orbitofrontal cortex and the posterior cingulate. Although these are exciting findings, as noted earlier, replication of results and a clear understanding of the relationships between brain structures are still lacking. Many unanswered questions await further study with both the older and the newer imaging tools. Among the newer tools is fMRI, which combines brain function and matching anatomical images.

Functional Magnetic Resonance Imaging

The principle underlying fMRI is that deoxygenated hemoglobin (deoxygenhemoglobin) is paramagnetic and thus acts as a natural MR contrast agent. The signal intensity of blood in a functional magnetic resonance (MR) image is therefore dependent on the local balance between oxygenated and deoxygenated hemoglobin—hence the term blood-oxygen-level-dependent (BOLD) response in describing the MR technique used to acquire the images. The presence of deoxygenhemoglobin within the blood vessel creates a small magnetic field gradient, affecting an area of perhaps 1–2 radii beyond the vessel wall. Numerous different approaches are used to make the MRI sensitive to the presence of deoxygenhemoglobin (susceptibility-weighted images). One problem with the most commonly used methods of obtaining susceptibility weighting is the presence of susceptibility-related artifacts in areas of magnetic field inhomogeneity, such as the interfaces between brain, bone, and air. Thus regions of importance in neuropsychiatry that are adjacent to bone, such as the orbitofrontal cortex and the inferior temporal region, are difficult to assess.

When an area of brain suddenly becomes more active, such as when it is participating in the performance of a cognitive task, the increase in local blood flow is larger than that required to meet metabolic demand. The level of deoxygenhemoglobin in the blood decreases, causing a slight (1%–5%) increase in signal intensity in that small area of brain. Although this is too small a change to see in the image by eye, it can be measured when the signal intensity under a baseline (resting) condition is compared with the signal intensity under an activated condition. Thus, unlike PET, in which actual blood flow or metabolic rate can be measured, all fMRI measurements are relative to a baseline condition. De-
firing and creating a baseline state for comparison is a considerable challenge.\textsuperscript{13} For example, if the brain area of interest is abnormally active under baseline conditions, further activation may not be measurable, resulting in an apparent absence of activation when the image sets are analyzed. Areas of higher signal intensity are presumed to indicate areas of higher neuronal activation. Previously it was assumed that the BOLD response was correlated with action potential generation and thus could be used as a measure of connectivity between activated brain regions. However, several lines of evidence, including acquisition of functional MR images at the same time as electrophysiological recording of both neuronal spiking and local field potentials, indicate that this may not be the case.\textsuperscript{12,14,15}\textsuperscript{13} Rather, the BOLD response correlates best with the local field potential (which reflects incoming activity and local processing) rather than with action potential generation (output). Changes in local cerebral blood flow are also correlated with local field potentials, not with spike rate.\textsuperscript{14}\textsuperscript{13} Thus an fMRI activation could be present without an increase in the firing rate of the projection neurons. In addition, an increase in local cerebral blood flow and therefore a BOLD response would be expected for both excitatory and inhibitory processing, because energy demand is increased in both.

There are many ways of analyzing fMRI data.\textsuperscript{8,9} The simplest is to subtract the average of the baseline images from the average of the activated images. A more sophisticated approach is to correlate the signal intensity of each voxel with the stimulus condition, identifying voxels in which the signal intensity is highly correlated with the stimulus presentation. Other approaches are also used, including use of a voxelwise $t$ test or calculation of the hemodynamic response to the stimulus for each voxel. All of these approaches can be spatially filtered to eliminate voxels that appear activated as a result of random noise (not part of a larger group of activated voxels). Neuroanatomical localization is provided by overlaying areas that either are greater than the chosen signal intensity threshold or meet particular statistical criteria onto companion structural MR images obtained during the same session.

There are several methodological issues of importance in fMRI. A major challenge is differentiating areas of increased signal intensity that are within the microvasculature of the parenchyma of the brain and due to brain activity from those that are within slightly larger draining veins that are at some distance from the area of brain activation.\textsuperscript{12,15}\textsuperscript{13} One approach to this problem is to collect an MR angiogram along with the structural and functional data sets. The locations of angiographically identified vessels are compared with the locations of areas of increased signal intensity in the fMRI data set. Those that coincide can be excluded from further analyses. Another approach is to alter the fMRI acquisition so that it is much more sensitive to the signal from the microvasculature and less sensitive to the signal from larger vessels. Motion artifacts are also a problem in fMRI. Any movement, including minor head movements and movements related to respiration and speech, can create spurious areas of activation or mask areas of true activation.\textsuperscript{9} Head restraints and postprocessing are both important in this regard.\textsuperscript{8,16}\textsuperscript{13}

The environment of the MR scanner has aspects that are particularly troublesome in neuropsychiatric research. The scanner bore is a long, narrow tube. During imaging, loud noise is created by gradient switching. Thus, the subject is in a very loud, uncomfortable, confined space that is liable to induce a claustrophobic response. Even some control subjects have difficulty tolerating these conditions. This is a substantial problem in neuropsychiatric research, because many of the populations of interest have difficulty remaining perfectly still for long periods. In addition, the physical limitations of the MR environment coupled with the need to prevent motion make the presentation/response conditions challenging, particularly for the more complex cognitive tasks (as opposed to simple sensory or motor tasks).

fMRI has several advantages over other techniques for functional imaging of the brain. Most important, it is totally noninvasive and requires no ionizing radiation or radiopharmaceuticals. Minimal risk makes it appropriate for use in children as well as adults. Multiple imaging sessions can be conducted with individuals for longitudinal studies. The anatomic resolution of fMRI is higher than in other techniques as well. In addition, the required equipment is widely available. However, fMRI is not easy to implement and analyze, and this may limit its clinical usefulness. At present, it should be considered a research technique.

As noted earlier, a typical fMRI study requires comparison of a baseline with an activated state. In some cases the baseline condition is simply the absence of a specific cognitive task or stimulation condition. In other cases it is a variation on the cognitive task or stimulus condition, such as changing a single variable. The activation can be anything from a simple sensory stimulation to a complex cognitive task. The baseline and activated conditions are usually presented several times in alternating sequence. These repetitions allow averaging of data, thus increasing statistical power and making it possible to analyze data from individuals (as opposed to averaging across a group).\textsuperscript{16}\textsuperscript{13} However, an underlying assumption is that the brain activations in each repetition occur in the same regions. In some cases this may not be true.

In PTSD research, reminders of the traumatic event are often used as stimuli either to induce PTSD symptoms or
to probe the network of brain regions responsible for processing trauma-related information. Although exposure to generic stimuli can be used, use of a script that is individualized for each subject increases the likelihood of a strong reexperiencing. This approach has been criticized because the stimuli do not necessarily affect all subjects to the same degree. The psychological impact may differ across subjects or between groups. If so, differences in brain activation may be due to differing degrees of fear experienced rather than differences in brain processing of fear.17

One group has used script-driven imagery to evoke traumatic memories in conjunction with fMRI measurement of brain activation (Figure 2–2).18,19 In this series of experiments, subjects listened to 30 seconds of their script, then spent 30 seconds remembering the traumatic event as clearly as possible, and then spent 120 seconds relaxing and recovering. This cycle was repeated three times. Baseline images were collected 60 seconds before each period of recollection. Activation images were collected during the final 30 seconds of each period of recollection. The final fMRI data sets were an average of all three cycles. Heart rate was recorded as an indicator of autonomic state.

In their first study the authors reported that patients with PTSD (six whose PTSD was a result of sexual abuse or assault, three because of motor vehicle accidents) showed less activation in the thalamus, medial frontal cortex (Brodmann's area 10/11), and anterior cingulate cortex (Brodmann's area 32) during trauma remembering than control subjects with similar trauma exposure but without PTSD.18 The PTSD group also had increases in heart rate during remembering, an indication of autonomic reactivity. The authors suggested that higher levels of arousal in the patients with PTSD (as indicated by increased heart rate) may alter thalamic processing, disrupting information flow to the cortex.

In their second study the authors selected patients with PTSD (six whose PTSD was a result of sexual abuse or assault, three because of motor vehicle accidents) showed less activation in the thalamus, medial frontal cortex (Brodmann's area 10/11), and anterior cingulate cortex (Brodmann's area 32) during trauma remembering than control subjects with similar trauma exposure but without PTSD.18 The PTSD group also had increases in heart rate during remembering, an indication of autonomic reactivity. The authors suggested that higher levels of arousal in the patients with PTSD (as indicated by increased heart rate) may alter thalamic processing, disrupting information flow to the cortex.

Another group has used fMRI in conjunction with cognitive tasks designed specifically to activate areas of the brain implicated in PTSD to assess responsivity.1,20 Both the amygdala and the medial frontal cortex are activated during passive viewing of fearful faces. The group's first study employed a cognitive task designed to probe the responses of the amygdala to fearful faces in the absence of cortical modulation.1 To accomplish this they presented emotionally expressive faces by the technique of backward masking (masked-faces paradigm). Alternating blocks of 56 masked-fearful, 56 masked-happy, and a fixation condition are shown, with each type of stimulus presented twice per second (for a total of 28 seconds per block). Each of the 56 presentations consisted of a short exposure (33 msec) to a fearful or a happy face (target) followed by a longer exposure (167 msec) to a neutral face (mask). Previous studies have shown that this approach activates the amygdala but not the medial frontal cortex. Eight men with combat-related PTSD were compared with eight men with similar exposure who did not have PTSD. Vascular contamination was minimized by using MR angiography to identify larger vessels and collecting the fMRI with an asymmetric spin-echo sequence to minimize contributions from smaller vessels. Only the areas of the amygdala, medial frontal cortex, and fusiform gyrus were analyzed. As expected, the two groups showed a similar level of fusiform gyrus activation in response to faces, indicating that overall hemodynamic responses were similar. Neither group had medial frontal activation in response to fearful faces. Both groups had amygdala activation in response to fearful faces, but the level of activation was significantly higher in the PTSD group (Figure 2–3). In addition, the level of activation in the amygdala was correlated with PTSD symptom severity but not with severity of trauma exposure. The authors noted that this protocol distinguished the two groups with 100% specificity and 75% sensitivity.

In a second study, the same group measured the responsivity of the rostral anterior cingulate cortex.20 This brain region is thought to have a role in the processing of emotional stimuli, and it has been shown to be activated in normal individuals during performance of an emotional variant of the Stroop task, in which emotionally negative words are viewed and counted (as compared with neutral words). Previous studies have shown that individuals with PTSD have slower response times to trauma-related negative words in this task (as compared with general negative words). Eight men with combat-related PTSD were com-
pared with eight men with similar exposure who did not have PTSD. Blocks of neutral words alternated with blocks of general negative words and blocks of trauma-related words, with all blocks being 30 seconds in duration. For each trial, subjects viewed (for 1.45 seconds) a set of one to four identical words and were required to press a button to indicate how many words were displayed. Comparisons were made of response times, error rates, and areas of activation to neutral, generally negative, and trauma-related words.

The PTSD group had slower response times and made more errors in response to all three types of words. Activation of the insular cortex was found in both groups. Unlike the control group, the PTSD group did not have significant activation of the rostral anterior cingulate region. The authors noted that this finding is consistent with the hypothesis that PTSD involves a failure of medial frontal regions to properly inhibit the amygdala.

Conclusion

Although functional magnetic resonance imaging is in its early stages of application in psychiatry, there is certainly promise for its use in investigating many disorders, including PTSD. With fMRI techniques, the delicate balance between the structures of the emotion and memory tracts evolves, it is hoped that treatment interventions may be developed to alleviate symptoms such as intrusive memories, avoidance, and heightened arousal.
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Provides an overview of posttraumatic stress disorder that includes prevalence, symptomatology and diagnosis, common comorbid disorders, and principles of treatment.

Includes an in-depth discussion of the relationship between the BOLD response (the present basis for fMRI) and neuronal activity.

Updates the previous (2000) consensus statement on posttraumatic stress disorder by the International Consensus Group on Depression and Anxiety. Fruitful areas for new research are detailed.

An excellent synthesis of the neuroimaging literature related to posttraumatic stress disorder.
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Images show serotonin receptor binding overlaid on a magnetic resonance image in a control subject (upper left) and apparent diffusion coefficient changes in an abstinent ecstasy user (upper right). The approximate location of the axial sections is marked on the sagittal magnetic resonance image.
Ecstasy is the most common street name for 3,4-methylenedioxymethamphetamine (MDMA) or its analogues. It is also known as "xtc," "adam," "eve," or "x." It is a ring-substituted amphetamine that was first produced by a German pharmaceutical company, Merck, in 1912 as an appetite suppressant for German soldiers in World War I. However, it was quickly discarded because the empathic side effects observed on the battlefield were not considered desirable. MDMA is classified as both a stimulant and a mild hallucinogen. Morgan extensively reviewed the cognitive and emotional aspects of ecstasy exposure. Acutely, MDMA produces positive feelings, including euphoria, increased self-confidence, increased sensory perceptions, empathy, intimacy, and openness. Negative acute effects include bruxism, tachycardia, hyperthermia, trismus (severe enough that users commonly resort to pacifiers or lollipops), and, more rarely, psychosis or death. The "crash" occurs 24–48 hours later, with muscle aches, depression, fatigue, and decreased concentration. The long-term effects are more controversial and probably relate to extent of use. Symptoms more consistently found in heavier users include depression, insomnia, anxiety, impulsivity, aggression, decreased learning and memory performance (recall and working memory), and, less frequently, decreased attention. Some or all of these symptoms may improve with prolonged abstinence.

Doyon recently reviewed the basic pharmacology and acute management of MDMA toxicity. Onset is in 30 minutes, with maximum effects in 1–3 hours and a half-life of 16–31 hours. Most commonly, ecstasy is ingested in the form of tablets or capsules, but it can also be smoked, injected, or absorbed as a suppository. The street drug is made in basements or garages, often with many additives to intensify the effect, including dextromethorphan (most frequently), caffeine, ephedrine, pseudoephedrine, and salicylates. One interesting analysis of "ecstasy pills" revealed that 29% of tested samples contained no MDMA and 8% contained no psychoactive drugs.

During the 1960s and 1970s, there were a few reports advocating use of MDMA in psychotherapy, but its major popularity was in the party circles of Europe. MDMA was declared illegal by the U.S. Drug Enforcement Agency in 1985. Use increased during the 1990s and early 2000s at teen and young adult "raves" or all-night dance parties. In different studies, 0.5%–39% of young adults reported at least one ecstasy use.

Many users consider ecstasy to be harmless. Medical literature on MDMA suggests otherwise. Mortality as a result of ecstasy is unusual, but it occurs. Deaths have been attributed to hyperthermia, disseminated intravascular coagulation, fatal arrhythmias, acute myocardial infarctions, ischemic myocardial necrosis, and cerebral edema with cerebellar herniation and hepatic necrosis. MDMA may have a strongly nonlinear pharmokinetic profile. If so, a small increase in dose could lead to a substantial increase in plasma level and toxicity.

Lasting effects in recreational users are under active investigation. MDMA causes significant serotonin toxicity in a variety of animal species. Release of serotonin (and to a lesser extent dopamine) and decreased reuptake of the neurotransmitters are followed by an acute depletion. At certain doses, MDMA causes destruction of serotonin terminals. The extent to which these findings are applicable to humans is controversial. This is an important debate because these monoaminergic neurotransmitters are of vital importance to cognitive and emotional functioning.

A major challenge is the difficulty in designing studies that can clearly answer the question, "Is there anatomical injury from ecstasy use?" Inherent difficulties include unknown premorbid serotonin functioning; the effect of concomitant drug use (most users are polydrug users); reliability of self-reported usage; wide ranges in reported lifetime dose; variability in time from last dose; small group size; and difficulty recruiting a comparable control group. With these significant limitations in mind, a brief review and synthesis of existing imaging studies may aid the neuropsychiatrist in understanding the postulated effects of MDMA on the serotonin system, the potential secondary and tertiary effects mediated by vascular and other mechanisms, and possible implications for future health care demands. These reports on the effects of ecstasy

**FIGURE 3–1.** Diffusion-weighted imaging. In a recent study the ADC was significantly higher in 8 ecstasy users (abstinent for at least 3 weeks), as compared with control subjects, in many regions (green), including the globus pallidus and cingulate cortex. Reprinted with permission from Reneman et al.
FIGURE 3–2. Serotonin receptor imaging using SPECT. The postsynaptic serotonin receptor 5-HT$_{2A}$ was imaged with SPECT (using [123I]-5-I-R91150) in recent and former ecstasy users. The level of binding (black is low, blue is moderate, orange is high) was significantly decreased in frontal, parietal, and occipital cortex in recent ecstasy users as compared with former ecstasy users and control subjects. The former users had slightly higher binding ratios than control subjects; this correlated with impaired performance on a delayed memory task.
demonstrate the progress being made in the study of brain functioning from an anatomical and neurochemical perspective.

**Magnetic Resonance (MR) Imaging and MR Spectroscopy**

Most functional imaging studies include standard MR imaging, yet do not report any brain abnormalities in their ecstasy users. One study has reported a negative correlation between duration of ecstasy use and individual global brain volume (gBV), although there was no difference in mean gBV between the ecstasy and control groups. Abnormal imaging findings (in globus pallidus and subcortical white matter) have been reported in ecstasy users who have survived initial toxic reactions. 

It may be that lesions result from serotonin-induced vasoconstriction within the microcirculation, with the area affected often too small to be seen on standard imaging. Diffusion MR imaging measures the microscopic movement of water within tissue and is quite sensitive to microstructural changes. In a recent study, the apparent diffusion coefficient (ADC) was higher in some regions in 8 ecstasy users (abstinent for 3 or more weeks) compared with control subjects (Figure 3–1). In the same study, regional cerebral blood volume (rCBV) measured by contrast-enhanced MR imaging was also higher in these ecstasy users. The authors suggest that initially, ecstasy causes a release of serotonin and a decrease in blood volume due to serotonin-induced vasoconstriction. Serotonin is then depleted and a rebound vasodilation occurs.

Proton MR spectroscopy (1H MRS) provides a way of measuring certain brain metabolites, presented as the spectrum of the amount of signal produced by the metabolites contained within a volume of brain. An MR study of 21 ecstasy users (abstinent for 6–26 months) found a significant increase in myo-inositol (MI) content in parietal white matter of users compared with control subjects. In addition, MI concentrations in both parietal white matter and occipital cortex were significantly higher in those users with the highest cumulative lifetime exposures. MI is thought to be a glial marker. Increases may reflect glial hypertrophy, perhaps an indication of brain insult or ongoing repair processes. Levels of N-acetylaspartate (NAA, a neuronal marker), glutamate, and lactate were normal, suggesting that axonal degeneration had not occurred, at least not at a level measurable by this technique. In another study, the ratios of NAA to creatine and choline were lower in the frontal gray matter of users compared with non-users, and reductions correlated with the extent of previous ecstasy use. NAA levels in occipital gray matter and parietal white matter did not differ from the levels in control subjects. The discrepancy between these studies may, in part, be explained by higher ecstasy exposure in the second study.

**Functional Brain Imaging**

Both single-photon emission computed tomography (SPECT) and positron emission tomography (PET) are nuclear medicine techniques that use radioactive tracers to image some aspect of brain function. SPECT has the advantage of wider availability; PET provides better image resolution but is performed only in research settings. Relatively few functional imaging studies of ecstasy users have been published, and the available literature encompasses several very different measures. There is little in the way of replication of findings.

An important premise in functional imaging is that blood flow and metabolism rise and fall with brain activity. Thus, regional cerebral glucose uptake reflects regional cerebral metabolism and therefore neuronal activity. Several PET studies (using 2-[18F]-fluoro-2-deoxy-D-glucose; FDG) have looked for changes in regional brain metabolism related to MDMA exposure. A double-blind, placebo-controlled study examined the acute effects of MDMA in 14 drug-naive physicians and psychologists. Subjects were evaluated with psychometric testing prior to and 90 minutes after drug or placebo intake, followed by FDG administration. During PET scanning, an auditory task was used to provide a more constant and reproducible mental state. Global glucose uptake was similar in the two groups. Regionally, the drug group had decreased glucose uptake bilaterally, and increased uptake bilaterally in the cerebellum and in the right putamen. Changes in cognition were correlated with decreased uptake in the frontal cortex, cingulate, and amygdala. The cortical results parallel known effects of other psychotropic substances and psychiatric illnesses. The authors note that these changes in the fronto-striatal (thalamic) cerebellar network argue for a cerebellar role in cognitive and emotional processes.

Another group has used FDG PET to examine the relationship between total lifetime consumption of ecstasy, time since last dose, and regional cerebral glucose uptake in prefrontal cortex (Brodmann’s areas 10 and 11), striatum (caudate and putamen), and limbic areas (cingulate cortex, amygdala, hippocampus). Their preliminary study found decreased uptake in the limbic areas and increased uptake in both frontal cortex and striatum. Their later, larger study found decreased uptake in all areas except area 10, where uptake was increased. They found no relationship between total lifetime dose and regional glu-
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A correlation between time from last dose and regional glucose uptake was found only for the cingulate cortex. Interestingly, uptake was more severely depressed in those who started ecstasy use prior to age 18.

Regional cerebral blood flow (rCBF) is also considered to be indicative of neuronal activity. A double-blind, placebo-controlled study examined the acute effects of MDMA on rCBF measured with H215O PET in 16 drug-naive students and hospital staff in two sessions separated by at least 2 weeks. During imaging, all subjects performed a visual task to provide a more constant and reproducible mental state. The MDMA group had decreased rCBF in the precentral and paracentral lobule, dorsal anterior and posterior cingulate, superior temporal gyrus, insula, and thalamus. Increased rCBF was found in the ventromedial prefrontal, ventral anterior cingulate, inferior temporal, and cerebellar cortices. These blood flow changes were concomitant with elevated mood and changes in sensory/somatic perceptions. A later study from the same group found no differences in rCBF in 16 regular users versus control subjects while performing a simple cognitive activation task. However, the study did not control for time since last drug intake.

Another group has used SPECT to evaluate rCBF using xenon-133 (133Xe) and technetium-99m hexamethylpropyleneamine oxime ([99mTc]HMPAO) in 21 abstinent (0–26 months) and 10 control subjects. They found no significant differences in rCBF and 2.3% lower global CBF in the abstinent users. Neither global CBF nor rCBF correlated with duration, frequency, or recency of ecstasy use. Ten of these users were then given MDMA and rescanned (8 subjects at 2 weeks post-use and 2 subjects at 2 months post-use). The subjects rescanned at 2 weeks had decreased rCBF in most brain regions, with the largest decreases bilaterally in caudate and superior parietal cortex and the right dorsolateral frontal cortex (areas rich in serotonergic neurons). The decreases were more noticeable in the subjects given higher doses of MDMA. The 2 subjects scanned at 2 months showed increased global CBF. The authors suggested that these results may be related to the acute/subacute vasoconstrictive effects of MDMA-induced serotonin release. With time, an adaptive or neuronal recovery process may occur.

Another type of functional imaging directly evaluates neurotransmitter systems by measuring receptor binding. One group has imaged the postsynaptic serotonin receptor 5-HT2A with SPECT (using [123I]5-I-R91150) in recent and former ecstasy users. Binding was significantly decreased in frontal, parietal, and occipital cortex in 10 recent ecstasy users (abstinent 1–8 weeks, mean 7 weeks) as compared with 5 former ecstasy users (abstinent 8 or more weeks, mean 18 weeks) and 10 control subjects. The former users had slightly higher binding ratios than the control subjects; this correlated with impaired performance on a delayed memory task (Figure 3–2). In a companion rCBV study (using contrast-enhanced MRI) of a subset of each group, decreased rCBV and serotonin receptor binding were positively correlated in the globus pallidus and occipital cortex in 3 recent ecstasy users. Increased rCBV was found in 2 former ecstasy users. The authors suggest that ecstasy induces acute vasoconstriction via a large serotonin release that floods the postsynaptic receptors and triggers down-regulation; the resulting serotonin depletion causes a subacute up-regulation of receptors and vasodilation. Both conditions could leave the user vulnerable to cerebral vascular accidents, especially in areas with a “watershed” blood supply (e.g., basal ganglia, subcortical white matter).

Both SPECT (using [123I]-2β-carbomethoxy-3β-(4-iodophenyl)tropane, [123I]β-CIT) and PET (using [11C]McN-5652) have been used to image the serotonin presynaptic transporter (SERT). These investigators also found a decrease in cortical binding in current users (abstinent 3 weeks), but not in former users (abstinent 1 year or longer), compared with control subjects. Both the recent and former users had significant deficits in verbal memory, although these were not correlated with the SPECT findings.

The authors proposed several theories to account for these results, including the possibility of reversible injury; deficits not measurable by the current SPECT [123I]β-CIT binding studies; abnormal reinnervation; or the deficits being postsynaptic in nature. Critics argue that SPECT [123I]β-CIT binding is not reliable enough to make any firm conclusions and that concomitant marijuana use may have affected the results.

In a related study, the same group found significant differences in the SPECT [123I]β-CIT binding in female, but not male, ecstasy users as compared with female control subjects. Decreased binding in females was dose-related and was evident even in the former users, but was not statistically different from levels seen in control subjects. The authors proposed that females are more susceptible to the effects of ecstasy and that these effects might be reversible. However, no sex-related difference was found in a PET study using [11C]McN-5652. SERT binding was decreased both globally and regionally (cingulate, frontal, occipital, and parietal cortices; striatum, cerebellum) in 14 ecstasy users (abstinent 3 weeks to >1 year) compared with control subjects. Binding correlated with extent of MDMA exposure, but not with time since last dose.
Conclusion

Although most users believe it to be harmless, most researchers agree that MDMA is to some extent toxic to human serotonergic (and perhaps dopaminergic) neurons. They also agree that some of the toxicity may be long-lasting. Imaging studies have examined structure, metabolites, blood flow, blood volume, glucose uptake, and serotonin receptor binding. Although results do not always agree, the most consistently implicated structures belong to the frontostriatal (thalamic) cerebellar network.

These studies are timely and crucial because some researchers are now advocating use of MDMA as an adjunct to treatment of posttraumatic stress disorder. The findings may also have other public health implications. In particular, if permanent loss of serotonergic terminals occurs in some ecstasy users, this may pose clinically significant problems in later life as a result of decreased “serotonergic reserve.”

Finally, these neuroimaging techniques may give a way to further understand the complex interrelationships of the emotion and memory circuits and the role of serotonin in the human brain.
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Chapter 4

THE FUTURE FOR DIFFUSION TENSOR IMAGING IN NEUROPSYCHIATRY
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Coronal DTI at the level of brainstem in which fiber tracts are color-coded by direction as indicated by the colored triangles (superior–inferior, blue; left–right, red) and the colored oval (anterior–posterior, green) within the human head. These also mark the approximate location of the coronal section.
FIGURE 4–1. Isotropic diffusion (left): water diffusion is the same in all directions in gray matter (cell bodies and processes), as indicated by the similar length of the colored arrows. Anisotropic diffusion (right): in white matter (fiber tracts), water diffusion is faster parallel to axons (red arrows) than across (green arrows).

FIGURE 4–2. Standard T₁ (A) and T₂ (not shown)–weighted MRI were normal following a motor vehicle accident. Clinical symptoms included left-sided motor signs, severe frontal lobe dysfunction, and personality change. Abnormal areas were present on DTI (B, C). B: An area of significantly reduced anisotropy was identified in the posterior limb of the right internal capsule (yellow), concordant with the patient's motor signs. C: An area of increased mean diffusivity in the right frontal white matter (yellow) was concordant with the patient's neuropsychological findings. Adapted with permission from Rugg-Gunn et al.²

FIGURE 4–3. (left) Representative images from an age-matched control subject (top row) and a patient with probable Alzheimer's disease (bottom row; MMSE = 18) at the level of the internal capsule. On the left are maps of anisotropy; on the right, fiber direction has been color-coded (see image at opening to this chapter). The anisotropy of the pyramidal tract is similar in both (purple arrows). Decreased anisotropy in the splenium of the corpus callosum (red arrows) in the patient indicates decreased organization in this portion of the corpus callosum, perhaps due to loss of axons.
The phenomenon of nuclear magnetic resonance was discovered in the 1940s, leading to the development of magnetic resonance (MR) imaging of human patients in the 1970s. The 1980s and 1990s were years of learning to adapt this tool to clinical use. Advances made its use easier and broadened the range of clinically useful information that could be obtained. The most commonly encountered types of MR imaging in clinical practice are the T2-weighted images that provide visualization of many pathologies and the T1-weighted images that show anatomy best. As researchers discover ways to visualize different aspects of tissue structure, new methods of MR imaging are developed. One such advance was the development of diffusion tensor imaging (DTI), a more sophisticated version of diffusion-weighted magnetic resonance (MR) imaging of human patients in the 1980s and 1990s. The 1980s and 1990s were years of learning to adapt this tool to clinical use. Advances made its use easier and broadened the range of clinically useful information that could be obtained. The most commonly encountered types of MR imaging in clinical practice are the T2-weighted images that provide visualization of many pathologies and the T1-weighted images that show anatomy best. As researchers discover ways to visualize different aspects of tissue structure, new methods of MR imaging are developed. One such advance was the development of diffusion tensor imaging (DTI), a more sophisticated version of diffusion-weighted (DW) MR imaging. Although this technique has been under study since the mid-1980s, it is now just beginning to find clinical usefulness.

DTI provides a way to examine the microstructure of the brain, particularly of the white matter. It is based on the finding that water diffuses differently along (parallel to) than across (perpendicular to) axons (Figure 4–1). Thus the direction and integrity of fibers can be assessed. A basic understanding of the principles of DTI will help the clinician follow the development of this technique as a useful clinical tool.

Fundamentals of Diffusion Tensor Imaging

In clinical DW imaging, two scans are collected for each brain section. One scan is simply a standard T2-weighted image. The second image is modified during collection to make it sensitive to water movement (diffusion) in the chosen direction. An analysis is then done of the signal intensity change from the first to the second image for every location (volume element; voxel) within the brain section. The differences between the two images are used to calculate an index of the average speed of water diffusion (apparent diffusion constant or coefficient) for each voxel in the image. DW MR imaging is quite sensitive to processes that alter the size of the extracellular space, such as the development of cytotoxic edema in an area of ischemia. It has proven very valuable, particularly in the imaging of acute stroke. However, DW MR images provide limited information about the direction of water diffusion.

In DTI a minimum of seven images is acquired for each brain section. As in DW MR imaging, one image is simply a standard T2-weighted image as is used in clinical imaging. The rest of the images are modified during collection to make them sensitive to water movement in different directions. From the complete set of seven images, a matrix that describes diffusional speed in each direction is calculated for every voxel in the image. This matrix is the diffusion tensor and gives the technique its name. It can take 20–30 minutes to collect all the images, depending on the number of diffusion-sensitive images acquired. In gray matter, the speed of diffusion is usually similar in all directions. This is termed isotropic diffusion (Figure 4–1, left). In white matter, the diffusion of water is significantly faster parallel to axons than across axons; it is directional. This is termed anisotropic diffusion (Figure 4–1, right). It is not yet clear what factors about white matter contribute to the constrained (and therefore directional) diffusion of water, but it is present prior to myelination, although it does increase as myelin is formed.

Many quantities related to diffusion can be calculated from the tensor (matrix). The trace of the tensor provides a measure of average diffusion that is better than what can be obtained from simple DW imaging because it is not influenced by patient positioning or fiber orientation. Average diffusion is altered in areas of ischemia and may also be sensitive to gliosis. The degree of anisotropy within each voxel provides information on structural integrity of white matter. It can be used to identify areas of pathology or damage, as occur in multiple sclerosis or following traumatic brain injury. The principal direction of diffusion (eigenvector of the tensor associated with the largest eigenvalue) provides information about fiber direction. It can be used for mapping fiber tracts, which may be altered in areas of pathology or damage and by developmental changes. This technique also allows visualization of fiber tracts too small to be seen on conventional MR images.

One way of displaying this information is by using directionally encoded color (see Figure 4–3 and image at opening to this chapter). The principal direction of diffusion in each voxel is represented by a color scheme in which a set color is assigned to each major direction (anterior–posterior, left–right, superior–inferior).

While promising, DTI is relatively early in its development and still suffers from some significant weaknesses. Most commonly the very fast echo-planar MR method is used to collect the images. This method results in artifacts in areas of magnetic field inhomogeneity, such as interfaces between brain, bone, and air. DTI requires combining information from many images and therefore is quite sensitive to patient movement. Most commonly the imaging matrix acquired is rather coarse (96 x 96, 128 x 128). As a result, voxels are large relative to some of the white matter structures that are being examined, and so images suffer from partial volume artifacts (inclusion of a mixture of tissues or fiber tracts within a voxel). Refinements are under development that will allow higher resolution while maintaining adequate signal in each voxel.
measures average what is occurring within each voxel. In areas in which fibers are crossing or diverging, the resultant average can be quite misleading. Techniques are being developed that extract measures of dispersion from each voxel, which should help with this problem.

Clinical Applications

Although still in its infancy, DTI has the potential to expand our knowledge of the brain manyfold. Currently, reports exist in the literature that demonstrate its potential use in both the acute and the chronic patient. Below is a short summary of selected disease processes and cases in which DTI proved helpful clinically in either diagnosis, prognosis, or treatment planning.

Acquired Brain Injury (Acute and Chronic)

Jones et al. found changes in average diffusion similar to those found in acute stroke in the area surrounding sites of acute brain injury in all four cases they examined. These areas appeared normal on standard T2-weighted MR images, just as acute stroke does. The results suggest that these areas are ischemic and therefore might be responsive to treatment. The authors proposed that identification of such areas may lead to changes in acute treatment that render those brain areas “potentially salvageable.” Rugg-Gunn et al. presented two cases of chronic traumatic brain injury in which diffuse axonal injuries distant from the major injury site were present on DTI that were not visible on conventional MR imaging. Of great importance, the sites of diffuse axonal injury were consistent with the motor and neuropsychiatric deficits evident on examination. In another case report, the patient's excellent motor recovery by 18 months after traumatic brain injury correlated well with the preservation of normal anisotropy in a portion of the posterior limb of the internal capsule, an indication that the pathways were intact. The authors suggested that this imaging method may well be able to differentiate between injuries that cause a transitory loss of function (as a result of temporary inflammation, edema, and/or shock) and permanent damage. If they are correct, this would allow patients to be separated into those who will recover function relatively quickly and those who will require extensive rehabilitation. Similarly, in another case, decreased anisotropy and increased diffusion were measured within the corticospinal tract for its entire length 18 months after cortical stroke. In contrast, 3 weeks after hemorrhage into the putamen, anisotropy was decreased in the internal capsule but average diffusion was within normal limits. These authors suggested that decreased anisotropy indicates axonal disruption, whereas increased diffusion indicates gliosis. Toxins can also alter the microstructure of the brain. A preliminary report of 15 patients with alcohol dependence indicates that DTI may provide insight into the anatomic basis of cognitive changes in alcoholism.

Developmental Abnormalities

Mapping of alterations in fiber tracts that are related to particular functions is of primary interest in the application of DTI to the study of developmental disorders. Several groups have used DTI to test the theory that schizophrenia occurs as a result of frontal disconnection. All three studies found decreases in the normal anisotropy of white matter, an indication of axonal disruption or disorganization. One found lower anisotropy in the prefrontal white matter of 5 patients with schizophrenia compared with normal subjects, as well as lower metabolic rates (as measured by positron emission tomography) in both frontal cortex and striatum. In another study of 10 patients with schizophrenia, an overall decrease in anisotropy of white matter was found that was similar across all regions (prefrontal, temporal–parietal, parietal–occipital). A third group looked only at the corpus callosum in a group of 20 patients with schizophrenia. They found a reduction in anisotropy and an increased mean diffusivity in the splenium but not the genu of the corpus callosum in the patient group. DTI has also been used to show widespread abnormalities in tissue organization as a result of cortical maldevelopment with accompanying seizures. Some of these areas of abnormal organization appeared normal on traditional imaging. Both authors note the significance of this in planning surgical correction of the accompanying epilepsy. DTI may also be sensitive to much more subtle white matter abnormalities. Adults with poor reading ability (previous diagnosis of developmental dyslexia) demonstrated decreased anisotropy in the left temporoparietal region that correlated well with reading skills. No abnormalities were visible on high-resolution T1-weighted MR images.

Degenerative Conditions

Rose et al. proposed DTI as a means to identify Alzheimer’s disease (AD). They imaged 11 patients who needed investigation for “dementia” and had been given a diagnosis of probable AD after meeting appropriate diagnostic criteria. When compared with nine age-matched control subjects, the patients with probable AD demonstrated reduced anisotropy in the splenium of the corpus callosum, superior longitudinal fasciculus, and left cingulum (Figure 4–3). Anisotropy of the splenium correlated well with the Mini Mental State Examination (MMSE) scores. The authors note that this region contains fibers that orig-
inated from the temporoparietal region—an area known to be affected in AD.

Ulug et al. included two patients with degenerative disease in their case series. In the patient with amytrophic lateral sclerosis, there was decreased anisotropy with no change in diffusion in the posterior limb of the internal capsule, although the area appeared normal on clinical imaging. In the patient with progressive bulbar paralysis, there was little change in anisotropy but an increase in diffusion. The authors suggest that this latter pattern may be associated with gliosis. Two studies suggest that DTI may help with the staging of lesions in multiple sclerosis and may provide insight into underlying disease mechanisms. Wieshmann et al. report the examination of a patient with seizures and a tumor of the right frontal lobe. DTI brought to light distant mass effect and displacement of white matter fibers adjacent to the tumor rather than destruction, a finding consistent with the patient’s mild motor impairment. Again, the authors note the importance of this information in planning surgical interventions.

Summary

DTI is a powerful new imaging technique that provides a means to assess the integrity of white matter at the microstructural level. As the scattered case reports mentioned above indicate, it has broad applications in the study of both normal and abnormal brain development as well as acquired pathology. Some of these studies suggest an important role for DTI in guiding the planning of neurosurgical interventions based on the placement or reorganization of fiber tracts around areas of pathology. If DTI can identify the extent of brain injuries and/or predict recovery potential, then traumatic brain injury treatment might be improved during both the acute and chronic stages. If lesions can be documented in patients with disease not generally respected by third-party payers or disability examiners, then patients may be able to receive benefits once denied them. And last but not least, patients and families may be comforted by seeing a lesion or abnormality on a clinical film that explains their symptoms.
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Uses clinical cases of developmental abnormalities to explore the usefulness of diffusion tensor imaging in visualizing aberrant connections. Specific topics discussed are the imaging protocol, abnormalities of the corpus callosum, malformations of cortical development, cerebral palsy, and posterior fossa malformations.


Performed a systematic review of the diffusion tensor imaging literature in schizophrenia, and concluded that the results are not yet sufficiently consistent across studies to support specific white matter abnormalities.


Reviews and critically evaluates the literature on diffusion tensor imaging in patients with multiple sclerosis.


Provides an overview of diffusion tensor imaging techniques, and reviews common clinical applications (cerebral ischemia, brain maturation, traumatic brain injury) as well as its potential for use in other conditions (epilepsy, multiple sclerosis, Alzheimer’s disease, brain tumors, metabolic disorders).


Gives a brief overview of this imaging technique and reviews its application to visualizing anatomy at high resolution, using brainstem and thalamus as illustrative examples.
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An axial image (bottom) of benzodiazepine receptor binding in an alcohol-dependent patient is overlaid with a comparison of event-related potentials (top) obtained during a Go/No-Go task from normal individuals (gray) and alcohol-dependent subjects (green).
Alcohol dependence as defined by DSM-IV criteria is a psychiatric disorder that affects approximately 13% of the population at some point in life. This prevalence increases to 20% if individuals who have never consumed 12 or more drinks in any 1 year of life are excluded. Approximately half of all homicides and motor vehicle–related deaths involve alcohol, as do one-fourth of all suicides. Comorbid psychiatric conditions are common. The estimated social impact of alcohol dependence is $100 billion in health care costs, lost wages, and family disruption. To understand this enormous public health concern, researchers are studying alcoholism from the sociological to the molecular level. (A PubMed search on "alcohol" captures more than 68,000 references in the past 5 years alone.) A few research areas include the neurobiology of craving and tolerance, changes in cortical neurochemistry with dependence and withdrawal, and the development of medications to reverse intoxication and to prevent craving.

A genetic predisposition or vulnerability to development of alcohol dependence has been clearly demonstrated. There is a three- to ninefold increased risk in first-degree relatives of alcohol-dependent patients compared with the general population. The genetic vulnerability to alcohol dependence is 0.50–0.60. Two chromosomal linkage studies have found strong evidence for possible candidate genes for alcohol dependence on chromosome 4 and lesser evidence for chromosomes 11, 1, 7, and 2.

It has been recognized since the case of Phineas Gage was understood that the orbitofrontal cortex is a critical part of a circuit responsible for inhibition and for regulation of social behavior. It has been suggested that there is a relationship between alcohol dependence and the orbitofrontal cortex. This theory proposes a shift in the general excitability of the brain, perhaps as a result of decreased inhibition (disinhibition). Alcohol-dependent persons score high on several measures likely to reflect disinhibition,
including exploratory excitability, impulsiveness, extravagance, and disorderliness. In addition, there is evidence of abnormal brain processing in both persons who are alcohol dependent and individuals at high risk for alcoholism.

Evidence for abnormal processing has been obtained by using event-related potentials (ERPs). ERPs are the summed electrical activity recorded from scalp electrodes after a stimulus presentation. A variety of situations or tasks are used in this type of study, and the ERP has a characteristic shape for each. A very simple task commonly used requires monitoring a series of frequent visual shapes (e.g., squares) and responding by pushing a button whenever a designated different shape (e.g., a triangle) is presented (“oddball” task). The different, rarely occurring shape is the target. In normal individuals the positive waveform that occurs approximately 300 ms after the stimulus onset (P300 waveform) is much larger following presentation of a target compared with a nontarget in this task. In alcohol-dependent subjects, the P300 waveform to presentation of targets is much smaller than in normal individuals. Importantly, it is reduced more in those with alcohol dependence who are from high-risk families than in those with no family history of alcohol abuse. It is also abnormal in individuals from high-risk families who are alcohol naive. This waveform is thought to reflect inhibitory processes in cortex. Thus, the decreased size in patients with alcohol dependence and persons at risk may indicate a global or regional lack of cortical inhibition. The diminished increase when a target is presented may indicate deficits in processing of information.

Electrophysiological studies of more complex tasks also support this view. Central nervous system inhibitory state can be assessed experimentally by use of a cued continuous performance test in which a motor response is required to one situation (Go condition) but must be suppressed to others (No-Go condition) (Figure 5–1). The ERP to each condition in this task is influenced by the complexity of the Go/No-Go decision. In a simple version of this task a series of uppercase and lowercase letters is presented (usually all the same letter). One is designated the Go and the other the No-Go condition. In normal individuals the P300 waveform to the Go condition is larger than to the No-Go condition for this task, similar to results of the “oddball” task described previously. In contrast, subjects who are alcohol dependent do not show any increase in the P300 waveform to the Go condition, and they have lower P300 amplitudes overall.

In a more difficult Go/No-Go task, a series of letters is presented in which one letter is designated as the primer. When the target letter follows the primer, the subject responds by pushing a button (Go condition). When any other letter follows the primer, the subject must inhibit responding (No-Go condition). The P300 component of the ERP recorded following a stimulus in this task is localized to both frontal and parietal regions. The frontal activation is larger in the No-Go condition than in the Go condition. A reasonable interpretation of this finding is that the frontal activation reflects the inhibition that is required for response suppression during the No-Go condition. Persons who are alcohol dependent have less frontal activation during this task than normal individuals, an indication that frontal lobe control of response inhibition is reduced.

Although alcohol interacts with many neurotransmitters in both excitatory and inhibitory pathways, its potentiation of benzodiazepines (BZDs) and interactions with γ-aminobutyric acid (GABA) provide key support for this theory. GABA is the major inhibitory neurotransmitter in the brain. Postmortem studies have found regional changes in BZD receptor density in alcohol-dependent persons. The BZD receptor is a site on the GABA<sub>4</sub> receptor. Recent in vivo single-photon emission computed tomography (SPECT) and positron emission tomography (PET) studies have found decreased BZD receptor density in frontal, anterior cingulate, parietal, temporal, and cerebellar cortices in alcohol-dependent subjects compared with control subjects (Figures 5–2 and 5–3). These differences were present even in alcohol-dependent subjects who had been abstinent for prolonged periods prior to the evaluation. A similar pattern of differences was found when abstinent alcohol-dependent subjects were compared with nondependent alcohol users—suggesting that the differences in BZD receptor density are intrinsic rather than a result of alcohol toxicity. A pilot study using magnetic resonance spectroscopy found that cortical GABA levels were lower in alcohol-dependent subjects than in control subjects. In contrast, cortical glutamate levels were similar. Because GABA is an inhibitory neurotransmitter, this decrease in GABAergic transmission (both receptors and absolute levels) might underlie the diminished inhibition or hyperexcitability that has been found in alcohol-dependent individuals and persons at high risk for substance abuse.

Parallel results have been found with PET: alcohol-dependent patients usually have decreased metabolism in frontal, temporal (left), and parietal cortices. As alcohol-dependent patients undergo detoxification, cortical metabolism improves. The greatest changes were obtained between 4 and 8 weeks after alcohol withdrawal. Orbitofrontal and dorsolateral prefrontal cortices showed the most recovery, basal ganglia the least. Alcohol-dependent patients also have an altered cerebral metabolic response to BZD administration. In normal subjects, BZD administration decreases both global
and regional brain metabolism. Measures taken during the first month of detoxification found less than normal metabolic depression in response to lorazepam administration in the thalamus, basal ganglia, and orbitofrontal cortex in alcohol-dependent subjects. Diminished responses may still be present at 11 weeks. Interestingly, the early changes correlated with both cerebellar metabolism at baseline and BZD (and therefore GABA_A) receptor density. The cerebellum has direct GABAergic projections to thalamus, basal ganglia, and orbitofrontal cortex. Thus, it is possible that abnormalities in cerebellar input to the orbitofrontal circuit (which includes all three regions) lead to disinhibition and/or compulsive behaviors in alcohol-dependent patients. It is of interest that the depression in cerebellar function (as measured by both metabolic rate and motor coordination) normally induced by lorazepam administration is also diminished in alcohol-naïve subjects with positive family histories for alcohol abuse.

Although these studies are limited to small groups of subjects and many were performed early in detoxification, they may cast light on a portion of what underlies this devastating illness. The involvement with GABA is, of course, only one aspect of the effect of alcohol on the brain. Alcohol has major interactions with many aspects of brain function, including most or all of the major neurotransmitters. As the biological causes and effects of alcohol dependence come to be understood more fully, sophisticated and successful treatments can be developed—just as the discovery of cross-tolerance of alcohol and BZDs has led to decreased mortality from alcohol withdrawal.
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Recent Publications of Interest

Eisen, the literature on the role of brain GABA systems in alcohol response, dependence, vulnerability, and pharmacotherapy.
Reports the findings of a recent symposium that reviewed the brain changes that occur during active alcoholism as well as those that may occur during abstinence. Topics covered include findings from human neuroimaging, neuro-
physiology, and neuropsychological assessments; changes in human brain gene expression; and preclinical studies investigating mechanisms of alcohol-induced neurotoxicity and neuroprogenitor cells during dependence and recovery from alcohol dependence.


Presents the evidence for both transitory and permanent alcoholism-related brain structural and functional modifications. The phenomena of restoration of function and volume loss with abstinence are discussed.


Provides a historical perspective of attempts to define ethanol’s ability to influence the GABA system in brain, followed by an overview of findings from recent initiatives to clarify the means by which ethanol displays its GABAmimetic profile.


Discusses the evidence for a wide range of alcohol-related characteristics as potential endophenotypes of alcohol dependence. Alcohol metabolism, physiological and endocrine measures, neuroimaging, electrophysiology, personality, drinking behavior, and responses to alcohol and alcohol-derived cues are included.


Evaluates event-related potential (ERP) abnormalities in abstinent alcoholic patients to both visual and auditory versions of the “oddball” task. The results suggest that, in abstinent alcoholic patients, abnormalities in auditory ERPs may be localized to more anterior sources, while abnormalities in visual ERPs may be localized to more posterior sources.
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The location of auditory cortex within the temporal lobes (yellow triangles) is indicated on a coronal magnetic resonance image. The magnetic field lines recorded for one hemisphere of the brain by whole-head magnetoencephalography are shown above.
Autistic disorder or infantile autism is a pervasive developmental disorder that occurs in 1–2 children per 1,000 live births, more commonly in males than females (2–4:1). Its reported incidence has increased dramatically with the recent recognition of higher functioning individuals. Autism was first described by Kanner in 1943. Since that time, it has been a disorder of extensive scientific interest and controversy.

Current diagnostic standards require symptom presentation before 3 years of age. These children (and adults) display problems in three major areas: 1) social interaction, 2) communication, and 3) range of interests and activities. Impairments in social interaction may include lack of person-to-person bonding (expressed as a lack of attachment to the primary caregiver or failure to develop appropriate peer relationships), and inability to interact socially and to share with others. Impairments in communication may include delay in, lack of, or loss of development of receptive or expressive language; difficulty with initiating and sustaining conversation; stereotyped or repetitive use

**FIGURE 6–1.** Whole-head MEG data were collected from a 33-year-old male who was diagnosed at 6 years of age with autism. Childhood symptoms included acquired aphasia, self-stimulatory behavior, poor eye contact, and social withdrawal. By parental report, the subject was highly agitated by a variety of sounds during his childhood years, although his level of sound sensitivity has decreased in adulthood. MEG involves noninvasive measurement of the magnetic signal generated by the brain’s neuroelectric activity. The upper set of graphs (A, B) show the tracings from single representative sensors over the right (A) and left (B) temporal lobes. These data were collected during an auditory task where tones were presented with varying interstimulus intervals (ISIs). The lower set of drawings (C, D) represent magnetic field flux lines (dark blue represents magnetic flux flowing into the head; red represents magnetic flux flowing out of the head) and the mathematically derived magnetic field generators (yellow arrows) that are calculated from the sensor data (representative sensors from the full array of 306 sensors are shown in gray). The activity localizes to auditory cortex (indicated by triangles in the magnetic resonance image at opening to this chapter). Note that over the right hemisphere (A) there is the normal progressive decrease in the response at 100 ms as a function of decreasing ISI. In contrast, over the left hemisphere (B), the response at 100 ms in the shortest ISI condition (375 ms; light blue) is actually larger than that seen for longer ISI conditions (750 and 1,500 ms; medium and dark blue). There is also evidence of abnormal waveform morphology over the left hemisphere, especially for the 750-ms ISI condition. This demonstrates that patients with autism may have altered patterns in the decay of auditory memory traces and dysfunction of auditory sensory gating mechanisms.
of language; and lack of spontaneous make-believe play. Restrictions in the range of interests and activities may include preoccupation with repetitive or stereotyped patterns of interest (often with abnormally intense focus), inflexible adherence to exact schedules or routines, and stereotyped or repetitive movements (head banging, rocking, hand or finger flapping, or twisting). Executive dysfunction, decreased central coherence (the ability to integrate information into a whole versus individual pieces), and abnormal sensory sensitivity are also commonly seen.

Prognosis in autism is generally poor. Longitudinal studies indicate that 90% of individuals with autism have clinical deficits that persist throughout adulthood. Approximately 60%–70% of autistic individuals have an IQ below 70, and symptom severity is inversely related to IQ. In one longitudinal study, 27% of autistic adults below 70, and symptom severity is inversely related to approximately 60%–70% of autistic individuals have an IQ (53%).

Whereas autism was once considered to be the result of poor parenting, it is now generally accepted that it is a biologically based neurodevelopmental disorder. Several lines of evidence suggest serotonergic abnormalities in autism. Autism is likely to have a polygenetic component, although concordance rates in twin studies indicate that other factors must also be important. A difficult challenge in both genetic and neurobiological research in autism is the possibility that there are many different core etiologies, each ultimately generating a similar cognitive and behavioral profile through a common final pathway. For example, there are several very different disease conditions (e.g., fragile X syndrome, congenital rubella, herpes simplex encephalitis, tuberous sclerosis, and fetal exposure to toxins) that are often associated with autism.

Recent reviews of imaging studies in autism indicate that no focal brain injury has yet been consistently demonstrated, although a number of potentially important differences have been reported. In brief, autopsy studies have found cerebellar pathology, including a decreased number of Purkinje and granular cells in posterior–inferior cerebellar cortex. Limbic structures were also abnormal, including increased neuronal density with small cell bodies and stunted dendrites. Some magnetic resonance imaging (MRI) studies have reported significantly smaller lobules VI and VII of the cerebellar vermis in autism, but this finding has not been replicated consistently. Generalized increases in brain volume have been reported from studies of head circumference and MRI-based measurements, but not from an autopsy study that measured brain weight.

More promising are the results from various methods of functional brain imaging, which may provide insight into abnormalities in processing and functional organization. These include initial reports of globally elevated glucose utilization as well as focal metabolic or blood flow abnormalities in the anterior cingulate gyrus, temporal and parietal lobes, basal ganglia, thalamus, and cerebellum. There are also indications of atypical language dominance and decreased hemispheric functional specialization.

Neuronal functioning can be recorded more directly by electroencephalography (EEG) and magnetoencephalography (MEG). Abnormalities in the spontaneous EEG are common in autism, and several studies have demonstrated that epilepsy develops in 20%–30% of autistic individuals. A general limitation of EEG studies is a difficulty in relating EEG abnormalities to specific brain regions. This is because electrical conductivity barriers between the brain, cerebrospinal fluid, skull, and scalp distort the neuroelectric pattern recorded at the scalp. MEG uses superconducting sensors to noninvasively measure the neuromagnetic fields generated by the brain's electrical activity. It offers an attractive alternative to EEG because the above-described conductivity barriers cause only minimal neuromagnetic distortions. Thus, relatively simple mathematical models can be used to infer the spatiotemporal pattern of brain activities that generated specific neuromagnetic signals of interest, allowing good localization of the active brain regions.

In autism, MEG has recently shown a high incidence of sleep epileptiform activity in perisylvian brain regions, even in patients who have never experienced a clinical seizure. MEG is also used to measure changes in brain activity in response to functional activation. In the case presented here, an auditory task was used to demonstrate abnormal auditory information processing (Figure 6–1).

As is the case with other neurodevelopmental disorders, there is no cure for autism. However, there have been recent advances and recommendations for the reduction of specifically targeted symptoms through behavioral and pharmacological strategies. The most successful advances have been achieved with behavior modification programs that incorporate therapist-trainers and parents in home-based programs such as TEACCH (Treatment and Education of Autistic and Related Communication-Handicapped Children) and educational day centers focused on activities of daily living, social skills, and communication (both auditory and visual). Pharmacological interventions have also proved useful for reducing specific symptoms. Neuroleptics and mood stabilizers may decrease aggression and hyperactivity. Selective serotonin reuptake inhibitors such as fluoxetine and paroxetine have been reported to lessen ritualistic obsessive activities. Use of other agents, such as vitamin B6, immunoglobulin injections, clomipramine,
Inconsistent views on the effectiveness and safety of treatments for autism spectrum disorder.

Medications such as sodium valproate can help reduce autistic features, consistent with EEG and MEG observations of increased incidence of epileptiform activity in autism. Through definition of specific cortical processing abnormalities in autism, functional brain imaging strategies may soon lead to the development of new therapeutic approaches to the pervasive developmental disorders.
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Reviews the basics of magnetoencephalography and its application to the study of pharmacological agents.


Provides an excellent synthesis of recent structural and functional imaging studies in autism.


Focuses on integrating research findings from histopathological, imaging, neurochemical, and animal lesion research with proposed neuropsychological frameworks for understanding autism.


Provides a useful synopsis of the available screening instruments for the autistic spectrum disorders, with an emphasis on early diagnosis. The origin, validation studies, and targeted age range for each are discussed.


Reviews the epidemiology and diagnosis of autistic spectrum disorders and provides a quick guide to present laws related to education as a prelude to presentation of a psychopharmacologic treatment algorithm. Several case examples are included to illustrate the importance of careful identification and targeting of symptoms for medication.
Reviewed the literature from 1966–2003, and concluded that there is good evidence that seizure disorders are common in patients with autistic spectrum disorder, fair evidence that subclinical epileptiform activity is present in many patients without a history of seizures, and very little solid information on the clinical implications.

Performed a retrospective chart review on 889 patients with autism and no history of seizures or anticonvulsant medications. They found EEG abnormalities during sleep (but not waking) in 61% with no difference in frequency between those who had and had not regressed between 12 and 18 months of age. Valproic acid improved or normalized the EEG in 64% of treated patients.
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APPLICATIONS OF
XENON COMPUTED TOMOGRAPHY
IN CLINICAL PRACTICE

Detection of Hidden Lesions
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The image on the left is an axial CT scan from a patient with severe cognitive changes. The image on the right is a xenon-enhanced CT scan, showing reduced cerebral blood flow in the posterior temporal lobe.
Structural neuroimaging is becoming increasingly important for neuropsychiatry. However, it is not uncommon for patients to present with neuropsychiatric symptoms consistent with brain pathology yet without clearly identifiable lesions on either computed tomographic (CT) or magnetic resonance (MR) structural images. There are no reliable estimates of how frequently this apparent absence of lesions in the presence of symptoms is likely to occur. Stroke may be missed (false negative) in 5%–30% of cases. A study of primary progressive aphasia found CT imaging was normal in 50% and MR imaging in 17% of the cases. Similarly, systemic lupus erythematosus may present with extensive neuropsychiatric symptoms but without MR-visible abnormalities. It has been suggested that many types of pathology may be difficult to visualize because they are small or diffuse in nature.

Adding a method of functional neuroimaging to the clinical examination may provide a way to identify such abnormalities (Figure 7–1). A recent study at a neuropsychiatric tertiary referral center found that 40% of the study population had normal MR or CT studies. Most of these (77% of patients with normal structural neuroimaging) had abnormal cerebral blood flow (CBF) images. Even when structural brain imaging shows lesions are present, functional neuroimaging may provide a better assessment of brain dysfunction. Changes in cognitive symptoms closely correlated with changes on functional neuroimaging (CBF and cerebral glucose uptake), but not necessarily with changes on structural neuroimaging, in recent studies of vascular dementia. Thus, functional neuroimaging may provide useful information for clinical management.

Until recently, functional neuroimaging techniques were available only in a research-oriented environment and were quite expensive to perform. Now, with the maturation of xenon-enhanced computed tomography (XeCT), the imag-
Applications of Xenon Computed Tomography in Clinical Practice: Detection of Hidden Lesions

ing of CBF has the potential to become widely available and may become a valuable diagnostic tool (Figure 7–2). XeCT is based on the use of stable xenon gas as an inhaled contrast agent for CT imaging, possible because it is radiodense and lipid-soluble. When inhaled, it dissolves into the blood and passes into the brain parenchyma. The patient inhales a mixture of xenon (usually 26%–33%) and oxygen for several minutes via a face mask. CT scans are acquired prior to inhalation (providing a baseline) and during this inhalation time (a “wash-in” study). More scans may be acquired following inhalation, as well (a “wash-in/washout” study). Standard CT scanners can acquire 3–4 brain slices per XeCT study. The new spiral CT systems, which are rapidly replacing the standard scanners, can acquire 8–10 slices. This is sufficient for reasonable coverage of the brain. Several sets of scans are acquired at each brain level, allowing calculation of a xenon arrival curve for each pixel of each slice. This information, along with the concentration of xenon in the expired air (an indirect measure of arterial concentration), is required to calculate CBF for each pixel.13–15

Initial XeCT studies were limited by the side effects of xenon gas and the time required to acquire and compute the CBF images. Advances in technology have brought the time to compute the images down from hours to seconds. Xenon is a narcotic gas, more potent than nitrous oxide. Inhalation of 71% xenon is sufficient for anesthetic effect in 50% of patients. Present studies use much lower doses than this, as noted above, but some euphoric or dysphoric side effects are seen (which may cause a temporary exacerbation of neuropsychiatric symptoms), as is somnolence. Mild nausea can also occur; thus the patient must take nothing by mouth for 4 hours prior to scanning to reduce the risks of emesis and aspiration. Very rarely, patients experience apnea, reversible by an instruction to breathe. Like other narcotic gases, xenon also causes mild cerebral vasodilation. Overall, approximately 10% of patients experience unpleasant side effects, all of them transient.15–17

As with any imaging examination, the patient must remain still. In some cases sedation will be required to achieve this. Bone artifacts, which impair CT imaging of areas very near bone, can be reduced by correct angulation of the patient’s head.

There are several advantages of this technique over other methods of imaging CBF: Stable xenon gas is not radioactive, so the only radiation exposure is that required for the CT scan itself. This means radiation exposure is limited to the most radiation-resistant areas of the body. With other methods, a radioactive tracer is injected, so the entire body is exposed. The image resolution is good, and there is direct anatomic correlation with the baseline CT scan. The study can be repeated in 15 minutes, after xenon gas is eliminated from the body by breathing room air. Thus, it is possible to perform sequential studies with the patient in different states (i.e., after administration of a drug challenge). It is important also to note that the technique is inexpensive (the additional cost per study is less than $100), fast (it adds only 10–15 minutes to a routine CT exam), and a billable procedure when considered medically necessary.13,18

In the case presented here, the patient failed to respond to therapy based on working diagnoses of Alzheimer’s disease and major depression. Neuropsychological testing was done, leading to the suspicion of cerebrovascular disease or stroke with bilateral hemispheric involvement. Neither CT nor MR imaging of the brain could explain the clinical deficits. The finding of decreased CBF on the XeCT examination was consistent with a cerebrovascular accident (CVA). As a result of this finding, the diagnoses changed from probable Alzheimer’s disease and major depression to dementia secondary to CVA. The psychiatric day treatment program and donepezil administration were discontinued. Patient and family education focusing on poststroke management was initiated. In a study by Velakoulis and Lloyd,10 the functional imaging finding of altered CBF changed the clinical management in almost 10% of the patients. Thus, availability of CBF imaging can have an impact on clinical management in a significant number of patients presenting with neuropsychiatric symptoms.
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Mullins ME: Stroke imaging with xenon-CT. Semin Ultrasound CT MR 2006; 27:219–220
Provides a brief overview of this technique.

Compares regional cerebral blood flow measurements made by perfusion CT and xenon CT in normal individuals. The authors conclude that the observed differences between the two techniques for the major cerebral artery territories result from factors that are intrinsic to the perfusion CT method.

Reviews the physiological changes that occur when cerebral perfusion is impaired and the methods available for perfusion imaging, including strengths and weaknesses of each technique.

Is an interesting case report illustrating the value of xenon CT for monitoring cerebral blood flow changes in response to antihypertensive therapy.

An axial image of cerebral blood flow (bottom) in a patient with Huntington’s disease shows reduced flow in the caudate nuclei. A representation of a proton magnetic resonance spectrum (top) from similar patients shows alterations indicating tissue abnormalities.
FIGURE 8–1. Schematic drawing of a short-echo-time proton magnetic resonance spectrum illustrating the most common findings in symptomatic gene-positive Huntington's disease patients, particularly from regions in the left striatum and occipital cortex. The lactic acid (LA) peak, which is not detectable in normal subjects, is typically elevated, and the N-acetylaspartate (NAA) peak is typically substantially decreased. (At this echo time, the NAA peak should be approximately a factor of 1.6 times that shown.) Normal peaks labeled for orientation in the spectrum include the mixed creatine/phosphocreatine peak (Cr/PCr) and choline (Cho).

FIGURE 8–2. Transaxial slice of a SPECT brain perfusion scan from a 23-year-old male with juvenile-onset, genetically proven Huntington's disease. The patient was placed in a darkened, quiet room, where he received 25 mCi of technetium-99m hexamethylpropylenamine oxime intravenously prior to SPECT imaging of the brain. Areas of highest tracer uptake appear white/orange (high blood flow); lowest uptake is blue/black (low blood flow). Note the markedly reduced uptake in the caudate nuclei bilaterally (outlined by white dashed lines). The adjacent thalami are normal. Activity in the cortex is essentially normal in this patient, but it typically becomes abnormal (reduced perfusion) as the disease progresses. High activity in the visual cortex is secondary to visual stimulation the patient received in the partially darkened room. This patient presented with a history of progressive dyskinetic and choreiform movements, hyperkinesia, dysarthria, anger dyscontrol, very inappropriate speech, depressed mood, and episodic crying. The dyskinesias first appeared at age 16.
Huntington’s disease (HD) is a progressive neurodegenerative disorder that is inherited in an autosomal dominant fashion. It occurs in approximately 3–8 per 100,000 population in the United States. HD has been reported in all races and cultures, but it occurs less in individuals of African or Japanese descent. HD was first formally described by George Huntington in 1872 and has been studied as a classic neurodegenerative disorder since that time. An excellent recent review summarizes historical, diagnostic, and clinical aspects of the disease.\(^1\) Folstein’s text provides a more comprehensive treatment of this subject.\(^2\)

In brief, HD presents with either an adult or a juvenile onset. The adult form is more common, with onset between 35 and 45 years of age and progression to death within 15–20 years. The juvenile form (usually paternally transmitted) presents before age 20 and has a more rapid progression. Although most clinicians are aware of the classic motor findings in HD (involuntary choreiform movements, dystarthis, dystonias, and rigidity), the psychiatric and cognitive findings, almost always present, are often overlooked.

All patients with HD develop a progressive subcortical dementia that is characterized by frontal lobe executive dysfunction and memory deficits. Neuropsychological testing reveals deficits in recent and remote memory; impaired visuospatial function; difficulty with shifting sets, planning, and organization; and overall decreasing IQ. Psychiatric syndromes (present in up to 79% of patients) most commonly include impulse control disorders, depression, personality changes, and, more rarely, psychosis or mania. Symptoms include disinhibition, irritability, aggression, apathy, and neurovegetative markers of depression. The suicide rate has been reported to be up to 20 times that of the general population over age 50.\(^3\) Increased criminal behavior and hypersexuality have often been reported in HD patients. A recent Danish study found that there is a statistically significant increase in nonviolent crime in male HD patients compared with their nonaffected relatives and control subjects.\(^7\) These criminal behaviors, as well as the psychiatric syndromes, are felt to be related to the destruction of the medial caudate, which disrupts the memory and emotion tracts descending from the frontal lobes.\(^1,4\)

In 1993, the Huntington’s Disease Collaborative Research Group discovered the genetic defect responsible for HD. It is a long repetition of the trinucleotide CAG (cytosine-adenosine-guanosine) sequence in the first exon of a gene on chromosome 4. This repeating sequence leads to the production of a protein called huntingtin. Accumulation of this protein is theorized to lead to nuclear inclusions and cell death in medium spiny GABAergic neurons of the caudate.\(^3\) Currently, probability studies are under way to coordinate the number of CAG repeats with expected age at onset, symptoms, and length of survival.\(^6\)

Several methods of studying brain functioning, including magnetic resonance spectroscopy (MRS), single-photon emission computed tomography (SPECT), and positron emission tomography (PET), have been applied to HD. MRS provides a relative measure of certain brain metabolites, most commonly presented as the spectrum of the amount of signal produced by the metabolites being measured rather than as an image. MRS uses the same scanners and magnets as traditional magnetic resonance imaging (MRI), but with special hardware and software that allow substances other than water to be studied. Using \(^1\)H (proton) MRS, several groups have found decreased levels of N-acetylaspartate (NAA, a neuronal marker) in the cerebrum of symptomatic gene-positive patients.\(^7–12\) This change was particularly common in the occipital cortex and striatum (Figure 8–1).\(^7,9,11,12\) Some have also reported increased levels of lactate (LA; an indication of metabolic distress), although this is still controversial.\(^13\) Increased LA was asymmetric in the striatum, with levels in the left hemisphere exceeding levels in the right.\(^7\) The degree of decrease in NAA and increase in LA in the striatum has been shown to correlate with the duration of symptoms.\(^7\) Experimental treatment with coenzyme Q10 resulted in significant decreases in cortical LA in symptomatic patients,\(^14\) indicating a possible defect in energy metabolism. Asymptomatic carriers typically are characterized by normal \(^1\)H MRS spectra, although elevated LA has been reported in some.\(^7,8\) A study using \(^31\)P (phosphorus) MRS found a decrease in the phosphocreatine (PCr) to inorganic phosphate (Pi) ratio in the resting calf muscle of symptomatic patients, another indication of a defect in energy metabolism.

In both SPECT and PET, radioactive tracers are used to measure quantities such as cerebral blood flow, glucose metabolism, and receptor density. It has been known since the 1980s that these methods can demonstrate reductions in caudate glucose metabolism (by PET scanning) and caudate blood flow (by PET and SPECT scanning) in patients with HD prior to clear evidence of structural changes on MRI or computed tomography (CT). More recent studies have suggested that reduced putamen volume can also be seen quite early in the disease by using MRI.\(^14\) Cortical damage can also be demonstrated earlier in the course of the disease on SPECT or PET than on MRI, as is the case with other dementias, such as Alzheimer’s disease.\(^15\) There is a good correlation between the reductions in striatal and cortical blood flow and the degree and type of neuropsychological impairment, indicating that SPECT scans may be useful in assessing the degree of neuronal damage and disease progression (Figure 8–2).\(^16\) PET scanning with...
radiolabeled neuroreceptor ligands, such as the D2 ligand carbon-11 raclopride, has revealed markedly reduced dopamine receptor density in the striatum of HD patients. D2 radioligands for SPECT imaging have shown similar results and may soon be available for routine clinical use. These results are especially interesting clinically, given that SPECT, unlike PET, is now available at nearly all medical centers.

The role that these new approaches to HD will play in clinical management is not yet clear. However, the results obtained thus far with functional brain imaging demonstrate the potential usefulness of these modalities for evaluating both asymptomatic and symptomatic HD patients, particularly in monitoring both disease progression and the effects of therapy.

To date, there is no treatment for Huntington's disease. Typical antipsychotics such as fluphenazine and haloperidol have been used to decrease the choreiform movements early in the course of the disease, but they produce significant side effects, including tardive dyskinesia and worsening cognition. There are limited reports of improvements with both clozapine and electroconvulsive therapy. However, the most innovative and potentially useful treatment is neuronal cell transplantation via stereotaxic injection. This method is ethically controversial because embryonic donors provide the only viable source of stem cells for this therapy. Extensive research is currently under way to develop new strategies to grow early stem cells in the laboratory.

The techniques discussed here are certainly exciting and are leading to a new understanding of Huntington's disease and possible treatments. The potential now exists to apply these concepts to other neurodegenerative diseases.
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Provides a comprehensive overview of present and future therapeutic interventions for HD. The available evidence from both preclinical (animal models) and clinical trials is presented.


Reviews the structural and functional brain imaging literature on adult HD. The emphasis is on the evidence linking specific cognitive deficits with particular structural and functional changes, particularly in the striatum and frontal cortex.
Gives an excellent summary of the history of HD, beginning with Huntington's widely acclaimed 1872 paper describing the disease in adults. A timeline of the major advances in HD research is provided. A very helpful glossary of terms is included for the reader unfamiliar with genetic terminology.

Presents a brief review of what is known about the distribution and functions of the normal huntingtin protein, followed by a discussion of the cellular functions that may be affected by mutation of the protein, particularly effects on synaptic functions that may underlie early symptoms.
Part 2

SPECIFIC DISEASES

The disease-focused section is the largest in the book. The Windows to the Brain audience is largely practicing neuropsychiatrists and neuropsychologists. With each passing year, the neurobiology of brain disease advances and “organic” underpinnings become more widely accepted. Although the boundaries of purely neurologic, psychiatric, or those conditions belonging to rehabilitation medicine become increasingly blurred, the biology remains the same. Many of these brain diseases can now be imaged in either the clinical or research setting. This section covers a wide range of diseases/injuries across the adult life span where imaging techniques have contributed to current understanding. Included are genetic, degenerative, infectious, traumatic, and hypoxic conditions.

The imaging methods discussed in reference to a particular disease may not be the only available options to study or evaluate that condition. They are, however, techniques where exciting new advances are under way in reference to a particular illness/pathology. Each paper, although disease specific, contains information to assist in understanding brain pathology as a whole. These documents can be read in sequence or as a single reference on a disease of interest. At the conclusion of this section, the reader should have a basic understanding of how to apply a variety of imaging techniques to the study of adult neuropsychiatric disease.
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Chapter 9

Sudden Onset Panic
Epileptic Aura or Panic Disorder?

Robin A. Hurley, M.D.
Ronald E. Fisher, M.D., Ph.D.
Katherine H. Taber, Ph.D.

The location and extent of the temporal lobe (pink), the hippocampus (green), and the amygdala (blue) are color-coded onto a lateral drawing of the brain and a representative axial MR image. The dashed line on the lateral view of the brain indicates the approximate location for the axial image.
FIGURE 9–1. The location and extent of the temporal lobe (pink), the hippocampus (green), and the amygdala (blue) are color-coded onto a lateral drawing of the brain (middle) and representative coronal (left) and axial (right) MR images. Landmarks commonly used for identification of the boundary between the amygdala and anterior hippocampus are labeled in yellow.¹² The dashed lines on the lateral view of the brain indicate the locations and orientations for the two MR sections.

FIGURE 9–2. Nuclear medicine scans obtained during a seizure (ictal scan) will show increased perfusion or metabolism in the epileptic focus (arrows), as illustrated here with both coronal and axial single-photon emission computed tomography (SPECT) images of cerebral blood flow. Scans obtained in the absence of seizure (interictal scan) will show decreased perfusion or metabolism (arrows).

FIGURE 9–3. Nuclear medicine scans acquired under resting conditions from patients with panic disorder have areas of increased (yellow, orange) and decreased (blue, green, purple) perfusion or metabolism compared with healthy individuals.³⁻⁶ Reported differences were in the range of 5%–10%, smaller than is typically seen in epilepsy.
The differential diagnosis of patients who experience symptoms of paresthesias, derealization, dizziness, chest pain, tremors, and palpitations can be quite challenging. These symptoms occur across a wide range of disorders, including cardiac, psychiatric, and neurological disorders. It can be particularly difficult to differentiate partial seizures without generalization of temporal lobe origin from panic disorder, as all of the above symptoms can be found in both conditions. In fact, panic disorder has been found to be the most common condition that must be distinguished from seizure disorder. The possibility that panic disorder and temporal lobe epilepsy with ictal fear can be comorbid has also been raised.

Panic disorder occurs in 1%–3% of the population. Older estimates place the incidence of seizures at 0.03%, with ictal fear occurring in one-third of these patients. New estimates place lifetime incidence of epilepsy at 3%. Although a rare occurrence, multiple case reports have documented that patients initially diagnosed with panic disorder may later receive a diagnosis of temporal lobe seizures. Initial patient presentation can be quite varied. It has been proposed that panic attacks with an onset consistent with an epileptic aura may sometimes be the result of simple partial seizures with a psychological presentation. This hypothesis is supported by several lines of evidence, including concomitant symptoms, multiple cases with initial diagnosis of panic disorder but eventual electroencephalographic (EEG) documentation of seizures, comorbidity of the two conditions, nonepileptic EEG abnormalities in panic disorder, the proposed amygdala-driven kindling of the fear network, and limited clinical data suggesting successful treatment of panic attacks with antiepileptic medications.

The literature does provide guidance for distinguishing between these two conditions: panic attacks are generally longer in duration than seizures; ictal episodes are more stereotyped, whereas panic attacks are likely to vary more in presentation; although seizure disorders may initially present with fear/anxiety, they may progress to the more classic symptoms (e.g., olfactory auras, aphasias, amnestic features, motionless state, visceral automatisms); initial presentation of these classic epileptic features (i.e., before the fear/panic feelings) suggests seizures; panic disorder is more likely associated with agoraphobia (50% of cases); panic disorder has stronger familial links (25% for first-degree relatives); panic disorder can be worsened by emotional distress; presence of temporal lobe lesions on imaging can indicate epilepsy; and some treatments for panic disorder can worsen seizures (e.g., tricyclic antidepressants). If the presentation is suggestive of epilepsy, EEG examination may be required to identify the characteristic spike/wave pattern of seizure discharge. A full evaluation for epilepsy may require 24-hour EEG and video monitoring or intracerebral depth electrodes with subdural grid arrays, as these procedures can sometimes identify abnormal electrical discharges not observed on routine EEG. High resolution magnetic resonance imaging (MRI) is recommended for visualization of the deep temporal lobe structures. This is particularly important for reliable separation of the amygdala and hippocampus in order to obtain accurate volume measurements. Given the similar clinical features and divergent treatments for these two diagnoses, it is imperative for the clinician to understand the neuroanatomical features of the temporal lobe and the noninvasive imaging techniques available to assist in decision-making.

Anatomy of the Temporal Lobe

The mesial temporal lobe contains structures that are part of the limbic circuits, including the amygdala and hippocampus. Abnormal electrical activity in the frontal lobes, due either to spread from the temporal lobe or to a frontal focus, has also been found to be associated with fear or panic.

Structural Imaging

Temporal Lobe Epilepsy

It is a common finding that temporal lobe structures, particularly the hippocampus and amygdala, are decreased in volume in patients with temporal lobe epilepsy. One study reported that amygdala volume was more decreased in temporal lobe epilepsy patients who reported experiencing fear during seizure onset than in those who did not. However, a later study from the same group did not confirm this association.

Panic Disorder

Earlier studies compared volumetric measurement of temporal lobe structures between patients with panic disorder and healthy individuals based upon edge-tracing regions of interest. One study reported that only the amygdala decreased in size (bilaterally). This study found no differences in the volumes of the hippocampus or the whole temporal lobe, and no anatomic measure correlated significantly with any clinical or demographic measure. In
contrast, two studies found the volume of the temporal lobe (on the left in one, bilaterally in the other) was significantly decreased, but not the volume of the hippocampus or amygdala.\textsuperscript{35,36} One study found a perplexing inverse correlation between duration of panic disorder and hippocampal volume, with a more recent onset associated with a smaller hippocampus.\textsuperscript{35} Recently, several groups have utilized voxel-based morphometry to compare gray matter volumes of patients with panic disorder (diagnosis confirmed by a structured clinical interview [SCID], no mention made of any EEG studies) to healthy individuals.\textsuperscript{37–39} With strict statistical criteria applied, there is little agreement, with one study reporting decreased gray matter only in the parahippocampal gyrus, the second reporting decreases only in the putamen, and the third reporting increased gray matter in several areas of the brainstem as well as ventral hippocampus. With less stringent statistical criteria, decreased gray matter volume was also found in the inferior and superior frontal and temporal gyri, and increased gray matter volume was found in the middle temporal gyrus in at least two of the three studies, although the laterality was not always the same. None reported changes in the amygdala. An inverse correlation was reported between volume of the putamen and clinical symptoms, with a lower volume associated with greater symptom severity and illness duration.\textsuperscript{38}

The diversity of these findings may be due, at least in part, to differences in the measurement techniques employed. Edge-tracing region-of-interest analysis is based on the recognition of anatomic landmarks that are used to hand-trace regions onto magnetic resonance images. This approach has the advantage that individual differences in anatomy can be easily taken into account. It is also stronger statistically, because fewer comparisons need to be made. However, fewer areas can be assessed. Anatomic criteria and anatomic expertise vary across studies. Image resolution and section thickness also vary, a critical factor when small structures, such as the amygdala, are measured. Voxel-based morphometry provides a method of automatic analysis of the entire brain, allowing many more areas to be compared. However, this creates a statistical challenge. The likelihood of getting a false positive increases with the number of comparisons made. A mathematical correction for multiple comparisons must be performed. This approach also requires transformation of each individual’s data onto an average brain template, which inevitably results in some distortion of individual anatomy, and often in some loss in image resolution, particularly if smoothing is also performed. In addition, image voxels are relatively large in terms of the size of many structures in the brain. If 1 mm sections with an in-plane resolution of 1 mm are acquired, for example, the cortical ribbon would be no more than three voxels wide. As a result, many voxels contain both gray and white matter, and partial-volume averaging is inevitable.

Finally, there is also diversity across studies including patient population and medication status. It should also be noted that EEG was not used to rule out any electrical abnormalities. As noted above, temporal lobe epilepsy has also been associated with reduced amygdala volumes as well as multiple areas of temporal lobe injuries.

### Functional Imaging—Cerebral Blood Flow/Cerebral Metabolism

Given the common abnormal structural findings in both conditions, functional imaging may be needed to further inform the differential for panic disorder from temporal lobe epilepsy.

#### Temporal Lobe Epilepsy

During an epileptic seizure (ictus) there is an increase in both blood flow and metabolism in the seizure focus. Generally, seizures are brief, lasting only seconds to minutes. During the immediate postictal period, there is a drastic fall to a state of severe hypoperfusion. This is followed by a gradual recovery to a lessened level of hypoperfusion, which becomes the new resting state. This sequence is called the “postictal switch.” Thus, interictally, there is a general hypometabolism in the abnormal area, and at times in the surrounding cortex, subcortical nuclei, or even in the contralateral temporal lobe. Comparative studies indicate that this depressed state deepens with the duration of the seizure disorder, with cerebral metabolism more affected than cerebral blood flow.\textsuperscript{40} This mismatch between metabolism and blood flow indicates that 18-fluoro-2-deoxyglucose (FDG) positron emission tomography (PET), which provides images of cerebral metabolic rate, will more accurately delineate the seizure focus for scans acquired during the interictal period than single-photon emission computed tomography (SPECT), which provides images of cerebral blood flow.\textsuperscript{40,41}

Both SPECT and FDG-PET are used to identify areas of seizure focus, evaluate patients for surgical resection of the affected temporal cortex, and predict clinical outcome postsurgery.\textsuperscript{13,31} A major advantage of SPECT is the ability to capture ictal activity (i.e., hyperperfusion), due to rapid (e.g., 30–60 seconds) radiotracer uptake.\textsuperscript{31} Ictal SPECT scans are compared with the interictal SPECT to determine the area of seizure focus (areas that are “hot” during the seizure and “cold” between seizures) (Figure 9–2). The sensitivity and accuracy of this technique are reported to
be approximately 80%. In clinical practice they are likely to be somewhat lower than this. Many research studies include patients for whom nuclear imaging would not be required because the seizure focus can be identified by visualization of lesions on structural images.

FDG-PET has higher image resolution, but radiotracer uptake is generally too slow for ictal imaging. The better spatial resolution of interictal FDG-PET scanning does allow for quantitative evaluation of abnormal areas that can be compared with the structural magnetic resonance (MR) images. Current FDG-PET techniques allow statistical parametric mapping that can identify abnormal areas sometimes not evident on visual interpretation. Both FDG-PET and SPECT are more valuable in conjunction with inpatient video EEG monitoring. Partial-volume averaging may cause small areas of abnormality to artificially appear healthier than they really are. Nonlimbic (nontemporal lobe) seizures are more likely to have normal interictal scans than are limbic/temporal lesions. FDG-PET and SPECT may identify patients who have two independent areas of seizure focus, not identifiable on structural imaging or by EEG data. Additionally, they can identify temporal lobe dysfunction in atypical panic/fear episodes, signaling the need for an epilepsy investigation. Two recent case reports illustrate a clinical presentation of atypical panic/fear attacks resulting from mesial temporal sclerosis. In each case, nuclear imaging identified the temporal lobe hypometabolism/hyperperfusion of the epileptic focus.

Areas of abnormal metabolism or blood flow may be present at a distance from the epileptic focus. Statistical parametric mapping was used to assess the extent of both ictal and interictal cerebral blood flow (SPECT) alterations in patients with mesial temporal sclerosis compared with healthy individuals. In addition to the expected increased perfusion in the ipsilateral temporal lobe (including the temporal stem white matter), ictal SPECT identified areas of hyperperfusion in the contralateral temporal lobe, anterior frontal lobe (left-sided focus), and parietal lobe (right-sided focus). Areas of decreased perfusion on interictal SPECT included hippocampus, thalamus, midbrain, superior paracentral lobule, insula (left-sided focus), and cingulate gyrus (right-sided focus). The authors of this study noted that these results are consistent with functional impairment of the cortico-thalamo-hippocampal circuit. A recent study compared the localization of interictal hypometabolism (FDG-PET) with the outcome of surgery. Patients with hypometabolism confined to the temporal cortex containing the focus had better outcomes (78% seizure-free) than patients with hypometabolism in additional ipsilateral areas (45% seizure-free) or contralateral areas (22% seizure-free).

### Panic Disorder

Two studies have used statistical parametric mapping to compare cerebral metabolic rate (FDG-PET) of patients with panic disorder (medication free) with healthy individuals (Figure 9–3). Both found increases in hippocampus and parahippocampal structures. One also found increases in the thalamus, cerebellum, medulla, and pons. The authors of this study noted that these areas are part of the amygdala-based fear network. The other study found decreases in inferior parietal and superior temporal areas. A third study of medication-free patients with panic disorder utilized visual and semiquantitative analysis of regional cerebral blood flow (SPECT). They found significantly decreased perfusion only in the inferior frontal area (Figure 9–3). The authors commented that this might be due to an inhibitory influence from the amygdala. None of the studies mentioned above reported any correlation between functional imaging findings and clinical symptoms.

In contrast, a study that compared cerebral perfusion (SPECT) in medicated patients with panic disorder to healthy individuals found decreases only in the superior temporal lobe. This study reported an inverse correlation between blood flow and both duration of illness and clinical symptoms (lower perfusion with higher scores). One group performed a second functional imaging examination (FDG-PET) at the conclusion of 10 sessions (over 6 months) of cognitive behavior therapy. Most of the patients (11/12) were responsive to treatment. In comparison with pretreatment levels, the responsive group exhibited normalization of cerebral metabolism, with decreases in the hippocampus, cerebellum, and pons, and increases in the medial prefrontal cortex bilaterally. Overall, these results are consistent with altered reactivity in the fear circuitry that may normalize with successful treatment.

### Functional Imaging—Receptor/Neurotransmitter Mapping

As radiotracers for a variety of neurotransmitter receptors become more widely available, they add yet another nuclear imaging tool that may help to clarify temporal lobe function and pathology. At the present time, ligands for the benzodiazepine-GABA<sub>A</sub> receptor, the serotonin 5-HT<sub>1A</sub> receptor, and the muscarinic acetylcholine receptor have been evaluated for their ability to improve visualization of the epileptic focus. Only a handful of studies utilizing some of these ligands have been performed in patients with panic disorder.
Benzodiazepine-GABA<sub>A</sub> Receptor

GABA has been known to be associated with the temporal lobe, anxiety disorders, and seizures for many years. Ligands for the central benzodiazepine-GABA<sub>A</sub> receptor suitable for both PET (<sup>11</sup>C flumazenil, FMZ) and SPECT (<sup>123</sup>I iomazelen, IMZ) studies are available, although neither is yet approved for clinical use in the United States.58

**Temporal Lobe Epilepsy**

Reduced benzodiazepine receptor binding has been demonstrated (by autoradiography) in surgically resected specimens from temporal lobe epilepsy patients.59 It has not yet been proven that either of the available benzodiazepine ligands is more accurate for delineation of the seizure focus than the functional imaging techniques already in clinical use (as detailed above).48,50–52 There are promising indications. When hippocampal sclerosis was present, the area of abnormality was often larger on FDG-PET than on FMZ-PET, which more closely matched the epileptogenic zone as determined by intracranial EEG.50 A case was recently published in which interictal IMZ-SPECT provided correct laterality of the seizure focus (as determined by intracranial EEG) while ictal perfusion SPECT provided correct laterality of the seizure focus than the functional imaging techniques already in clinical use (as detailed above).48,50–52 There are promising indications. When hippocampal sclerosis was present, the area of abnormality was often larger on FDG-PET than on FMZ-PET, which more closely matched the epileptogenic zone as determined by intracranial EEG.50 A case was recently published in which interictal IMZ-SPECT provided correct laterality of the seizure focus (as determined by intracranial EEG) while ictal perfusion SPECT did not.53 Timing of the examination in relation to seizure activity may be a critical factor, as a recent study found within-subject short-term changes in binding.54 Lower values (better delineation of seizure focus) were obtained when the FMZ-PET was performed shortly after a seizure, suggesting a transient decrease in expression or availability. Given this evidence for dynamic seizure-related changes, the authors of the study recommend that benzodiazepine receptor imaging be performed within a few days following a seizure, for best results. Larger studies in which this factor is taken into account are needed to better assess the value of this technique. Other potentially confounding factors include medication status (many antiepileptic medications affect GABA), comorbid psychiatric diagnoses, and variations in imaging technology.

**Panic Disorder**

Both increases and decreases in regional benzodiazepine binding have been reported when patients with panic disorder were compared with healthy individuals.53–57 Two studies included only patients with panic disorder who had never taken benzodiazepines.53,55 One, using FMZ-PET and statistical parametric mapping, reported both globally reduced binding and regional decreases in orbital (right) and insular (right) cortices in patients compared with healthy individuals.55 The other, using IMZ-SPECT and template-based analysis, reported increased binding in orbital cortex (right) and a trend toward increased binding in temporal cortex (right) in patients with panic disorder.50 The third study included patients with panic disorder who had been medication-free for at least 6 weeks.58 This IMZ-SPECT study utilized both statistical parametric mapping and region-of-interest analyses. No difference was found in global binding between the patient group and healthy individuals. Binding was decreased in the area of the hippocampus (left) and precuneus (left), and increased in caudate (right), medial frontal cortex (right), and middle temporal gyrus (left) in the patient group. Some patients experienced panic symptoms during scanning. Decreased binding in the medial frontal and superior frontal cortex (Brodmann’s areas 8, 9, 10) correlated with increased symptoms. Diversity across studies may be due to methodological differences and/or variations in the patient population studied. While preliminary, these studies suggest that alterations in benzodiazepine binding in frontal areas may differentiate panic disorder patients from temporal lobe epilepsy patients. Further studies that explore the apparently dynamic relationship between symptom state and binding would be of great value.

**Serotonin 5-HT<sub>1A</sub> Receptor**

Serotonin has been implicated in the pathophysiology of both panic disorder and seizure disorders.39,60 Ligands based on several 5-HT<sub>1A</sub> antagonists have been developed for PET imaging (<sup>11</sup>C WAY100635, <sup>18</sup>F trans-4-fluoro-N-2-[4-(2-methoxyphenyl)piperazin-1-yl](ethyl)-N-(2-pyridyl)cyclohexanecarboxamide, FCWAY; <sup>18</sup>F4-[2′-(N-2-pyridinyl)-p-fluorobenzamido]-ethylpiperazine, MPPF).

**Temporal Lobe Epilepsy**

Several groups have evaluated 5-HT<sub>1A</sub> receptor binding in patients with temporal lobe epilepsy.61–66 All found decreased receptor binding in the mesial temporal lobe containing the seizure focus, in areas of seizure spread, and in the area of the brainstem raphe. Localization was reported to be better than with cerebral blood flow or metabolic rate imaging in some studies.61,62 One group found an inverse correlation between abnormal intracerebral activity and binding potential.63 The most profound decreases in binding potential were in areas of seizure onset; moderate decreases were found in areas of seizure spread, with only mild decreases in areas of interictal activity. These results are promising, but must still be considered preliminary. The importance of correcting for partial-volume averaging and for differences in plasma binding related to antiepileptic medications has been emphasized by one group.65,66

**Panic Disorder**

One study comparing unmedicated patients with panic disorder to healthy individuals found decreased 5-HT<sub>1A</sub> receptor binding in the anterior and posterior cingulate
cortices and the raphe area, with no differences in anterior insular, mesiotemporal, or anterior temporal cortices. Another reported decreased binding principally in amygdala and orbitofrontal and temporal cortices as well as the raphe area. This study compared binding in an unmedicated patient group and a patient group successfully treated with SSRIs and reported normalization of binding in all areas except the raphe.

Conclusions

In conclusion, although the current diagnostic classification defines panic disorder and simple partial seizure disorder as two separate entities, they clearly share similar features and common symptoms and may occur as comorbidities. Rarely, patients diagnosed with panic disorder later show evidence of mesial temporal sclerosis and EEG-proven seizure foci. The close clinical presentations of these two conditions call for a very thorough medical evaluation of those patients with preliminary suspicions of panic disorder and symptoms similar to a seizure aura. If possible, this should include high resolution MRI (with particular attention paid to the mesial temporal cortex) and nuclear imaging. Future studies utilizing new technologies may assist in distinguishing these two entities or in further defining their common pathological base. Nuclear imaging may prove helpful in this endeavor, as very early work may indicate divergent scan findings—especially with receptor-specific ligands.
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An interesting report of a patient diagnosed with Urbach-Wiethe disease at age 4 who developed panic attacks and depressed mood at age 38, both of which were responsive to antidepressive treatment. Imaging indicated calcifications of the whole amygdaloid complex bilaterally.
The image is of a three-dimensional reconstruction of an MR data set from a normal individual that has been cut in order to display internal structures. The approximate locations of areas in which rCBF was modulated by state in patients with bipolar disorder are indicated: dorsal anterior cingulate cortex and caudate (pink); subgenual cortex (yellow); orbitofrontal cortex (blue).
FIGURE 10–2. Regional brain activation in subjects with bipolar disorder during a facial affect recognition task varies with the valence of emotion (positive, negative) and the state (manic, depressed) of the subjects. Approximate locations where bipolar disorder groups had greater activation than normal from several studies are color-coded (each study was assigned a color) onto representative sagittal and axial magnetic resonance images.\(^6\)–\(^9\) Note that negative affect evoked greater than normal activation, primarily in subcortical regions, in both the manic and depressed states. Positive affect evoked greater than normal activation in prefrontal regions only in the depressed state.

FIGURE 10–3. rCBF changes in subjects with bipolar disorder during induction of sadness differ from healthy individuals and also vary with state (euthymic, depressed) and medication.\(^4\),\(^10\),\(^11\) Patterns of change in the medial prefrontal cortex that distinguish these groups are color-coded on a representative sagittal magnetic resonance image. Note that healthy subjects had increased rCBF in subgenual cortex (left), while all bipolar disorder groups had decreased rCBF in this area (middle, right). The euthymic bipolar disorder group stabilized on valproate had decreased rCBF in rostral anterior cingulate, while the euthymic bipolar disorder group stabilized on lithium had increased cerebral blood flow in this area (middle).
Bipolar disorder is a chronic and severe mental illness with worldwide effects. It includes both the more severe bipolar disorder type I (BD I, requiring a manic or mixed episode) and the less severe bipolar disorder type II (BD II, requiring presence of a hypomanic episode). While BD I affects men and women in equal numbers, BD II, like major depressive disorder, affects women in greater numbers. Estimates of lifetime prevalence of bipolar disorder in the general population range from 2.8% to 6.5%.

Understanding and clarifying the diagnosis of bipolar disorder requires comparison to major depressive disorder since both include major depressive episodes. Previous research has focused on categorical differences between the two without considering that depressive episodes in major depressive disorder may or may not be the same clinically as depressive episodes that occur within the context of bipolar disorder. Additionally, differences may exist in the functional brain systems that underlie these disorders. Thus, it is important to examine both trait and state.

In medicine, trait generally refers to the formal diagnosis (major depressive disorder or bipolar disorder), which is relatively stable. State is the status of the patient at a given point in time (e.g., manic, depressed, euthymic). Thus, it is fluid and changeable. Recent advances in neuroimaging that utilize functional imaging techniques can contribute to our knowledge base of how manic and depressive states differ. This may help develop a better understanding of etiological and treatment differences between the two disorders.

### Structural Imaging

Neuroimaging studies of bipolar disorder have found conflicting results in regard to structural abnormalities. General areas of focus include limbic structures and the prefrontal cortical pathways associated with the limbic system.

The decision to focus on these areas seems, in part, motivated by research documenting abnormalities in the amygdala and prefrontal areas in major depressive disorder. In general, structural studies have found abnormalities in amygdala size in bipolar disorder patients. However, some studies have found amygdala enlargement and others have found reduced amygdala volume. The sex of research subjects may also be a complicating factor, as activation studies have found male/female differences in anterior cingulate and dorsolateral prefrontal cortices as well as in the amygdala. Since the proportion of men to women varies considerably across studies, this confounding factor may contribute to contradictory findings.

Some studies have focused on abnormalities in gray and white matter. A recent magnetic resonance imaging (MRI) study found abnormal gray matter density in the cingulate cortex and fronto-limbic cortex of patients with bipolar disorder who had poor outcomes on traditional treatment measures. Reduced gray matter density in prefrontal regions and increased gray matter in temporal regions, including the amygdala, have also been documented. Magnetization transfer imaging and voxel-based morphometry have shown small white matter density abnormalities in the anterior cingulate and subgyrus of bipolar disorder patients. Diffusion tensor imaging has shown abnormal frontal white matter tracts in the prefrontal regions of bipolar disorder patients. Gray matter volume was reduced in unmedicated bipolar disorder subjects in the posterior cingulate/retrosplenial cortex in a voxel-based morphometry MRI study. Though specific findings are inconsistent, limbic and prefrontal regions are of interest in terms of understanding the neuropathology of mood disorders.

### Role of the Limbic System in Mood Disorders

It is unclear whether the structural differences in the limbic and prefrontal areas in bipolar disorder have been highlighted because of unique differences in those areas or as a secondary function of the limbic system’s theoretical role in emotional processing. Theories regarding the limbic system (e.g., amygdala, thalamus, hippocampus) and emotional processing predate imaging advances in neuroscience. While perception of and reaction to fear have been clearly linked to the amygdala, other emotions have shown activation in various aspects of the limbic system as currently defined. Discussion of the controversial definition of and role of the limbic system is beyond the scope of this article.

### Functional Imaging

Several factors need to be considered prior to examining bipolar disorder imaging findings. Comparison of imaging studies of bipolar disorder is complicated by the different methodological techniques employed and by individual differences within the bipolar disorder population. Imaging studies of any cohort can involve some loss of accuracy when data are averaged across the groups. There is an additional complicating factor of patient state in mood disorders at the time of the scan. It is difficult to capture and maintain a manic state during functional imaging. There is both individual variance and variance between studies in how patient state is defined and measured. Brain function
during a major depressive episode may differ from brain function when not depressed (i.e., euthymic), and both may be different from brain function in a healthy individual. In addition, patients with bipolar disorder who are in a euthymic state may be experiencing manic or depressive symptoms at a subclinical level.30,31 Functional imaging studies controlling for these state differences in bipolar disorder will serve an important role in clarifying diagnosis and pathophysiology of bipolar disorder compared to major depressive disorder.7,32 Medication differences within and between participant subgroups are another source of complexity for functional imaging studies. For example, the introduction of an 8-week trial of antidepressant medication has been shown to significantly reduce limbic activation in major depressive disorder patients compared to healthy subjects.33 Many studies, especially of bipolar disorder populations, include patients on a variety of psychotropic medications. This limits comparability both within and between groups. A few studies have avoided this complication by focusing on unmedicated populations. This limits applicability to a clinical setting, where the majority of bipolar disorder and severe major depressive disorder patients would likely be medicated. Medication factors should be considered when reviewing results across studies.

**Functional Neuroimaging Studies of Mania and Depression**

**The Resting State**

With the above caveats in mind, a few recent positron emission tomography (PET) studies have provided state and trait comparisons in bipolar disorder patients (Figure 10–1). One study compared regional cerebral blood flow (rCBF) between medicated BD I patients in euthymic and manic states.1 The only significant differences were higher rCBF on the left in dorsal anterior cingulate cortex and caudate (head) in mania. Two studies (one measuring rCBF, the other measuring regional cerebral metabolic rate, rCMR) have compared bipolar disorder patients in euthymic and depressed states.4,5 In both studies, the patient groups were not significantly different. Reduced activity (greater reductions in the depressed state) has been noted in multiple cortical areas (dorsolateral prefrontal, medial prefrontal, orbital prefrontal, parietal) when bipolar disorder patients in all three states were compared to healthy individuals.2,4,5 Studies have reported increased activity in cerebellum in bipolar disorder patients compared to healthy individuals.4,5 One study also reported increased subcortical activity (ventral striatum, thalamus, right amygdala) in the depressed state.5 Subgenual cortex rCBF has also been noted to be decreased in depression (both in bipolar disorder and major depressive disorder) and increased in manic states compared to normal.5 Euthymic bipolar disorder patients had increased rCBF in dorsal anterior cingulate cortex when compared to healthy individuals in one study.4 Increased rCMR in the left amygdala has also been reported in bipolar disorder patients in the depressed state, and in the unmedicated euthymic state.34 Interestingly, this was not the case for euthymic bipolar disorder patients on mood-stabilizing medications. From these studies, it appears that the manic state is associated with increased activity in anterior cingulate regions, while the depressed state is associated with decreased activity in medial, lateral, and orbital prefrontal regions and increased activity in associated subcortical structures. Studies of the euthymic state suggest a combination of increased activity in anterior cingulate regions and decreased activity in other prefrontal areas, findings consistent with the presence of mild symptoms of both mania and depression.

A few studies have compared the depressed and euthymic states in bipolar disorder with major depressive disorder in an effort to detect trait differences. In one study, increased left amygdala metabolism was found in the depressed state for both conditions.34 Another study used principal component analysis to group symptoms on the Beck Depression Inventory (BDI) into four clusters (negative cognitions, psychomotor-anhedonia, vegetative, somatic).35 Intercorrelations between these components and correlations between BDI total and component scores with both absolute and normalized rCMR were evaluated for both major depressive disorder and bipolar disorder patients. The components were not intercorrelated for the major depressive disorder group, suggesting that they represent separate aspects of depression. In the bipolar disorder group, the negative cognitions, psychomotor-anhedonia, and vegetative components were highly intercorrelated, suggesting a much more unified condition. Consistent with these findings, the brain areas in which both absolute and normalized rCMR correlated with each component were distinctly different in the major depressive disorder group, supporting the involvement of different neuronal networks for each symptom cluster. In contrast, for the bipolar disorder group there were no significant correlations for the negative cognitions and vegetative symptoms components using absolute rCMR. There was considerable overlap in brain areas for all components using normalized rCMR. The psychomotor-anhedonia component score had the strongest correlations with rCMR for the bipolar disorder group (stronger than any other component or the total BDI). The psychomotor-anhedonia component scores correlated with lower absolute metabolism in
the insula, anteroventral basal ganglia, and temporal and inferior parietal cortices. There was higher normalized metabolism in the anterior cingulate cortex. These results suggest considerably more variability of functioning within the subgroup of individuals diagnosed with major depressive disorder than bipolar disorder, and offer further support that depressive states in bipolar disorder are likely to be neurologically different from depressive states in major depressive disorder, though both share clinical similarities.35

**Activation Studies**

**Affective Tasks, Recognition**

Facial expression recognition tasks have been used in conjunction with functional imaging to probe prefrontal-limbic system–related performance. Individuals with bipolar disorder have been shown to have impaired ability to discriminate the intensity and valence of emotion. The identified deficits in emotion recognition are state-specific. Subjects in the manic state had significantly impaired recognition of fear and disgust in a task requiring recognition of the six basic emotions (fear, disgust, anger, sadness, surprise, happiness). The most common errors were mislabeling of fear as surprise and disgust as anger.36

In addition, an inverse correlation was found between the intensity of manic symptoms and recognition of sadness.36 Other studies have also noted impaired ability to recognize and estimate the intensity of sadness in the manic state.8,9

Functional magnetic resonance imaging (fMRI) studies generally have utilized comparison of two emotional states (happiness, sadness or positive, negative). Individuals with bipolar disorder in the manic state have relatively normal patterns of activations to positive emotional states, but not in response to negative emotional states. Negative emotions evoke less cortical and more subcortical activation when the manic state is compared with normal, although the specific areas vary across studies (Figure 10–2).6–9,37 Overall, these findings are consistent with the impaired ability of bipolar disorder individuals in the manic state to identify and estimate intensity of negative emotions. Future functional imaging studies designed to probe a wider range of emotional recognition, as is done in neuropsychological testing, will be needed to clarify the specific areas associated with particular impairments.

Impaired facial affect recognition has been demonstrated in euthymic individuals with bipolar disorder, although data on specific emotions were not presented.38 Some studies focusing on the euthymic state fit nicely with those examining mania. In one, an inverse correlation was found between the severity of subclinical manic symptoms and recognition of anger and fear.39 However, this study also found that euthymic bipolar disorder patients had significantly better than normal identification of disgust (more detected and fewer mislabeled). Another study found that euthymic BD II subjects had significantly better than normal recognition of fear, while euthymic BD I subjects were slightly impaired.30 In contrast, the BD II subjects were slightly impaired on recognition of disgust, but the BD I subjects were not. Brain activation correlates of these differences are not yet available, as functional imaging studies have reported results on the manic and depressed states only.

Neuropsychological studies of emotion recognition in depression have concentrated on major depressive disorder. As discussed previously, the assumption that major depressive disorder and bipolar disorder depressive states are identical is not supported. Little information is available about emotion recognition by bipolar disorder individuals in the depressed state. One recent study found bipolar disorder subjects in the depressed state no different from normal on recognition of sad, fearful, or happy faces, but more research is clearly needed in this area.9

Functional MRI studies have utilized comparison of two or three emotional states (happiness, sadness, fear or positive, negative). Individuals with bipolar disorder in the depressed state had more cortical and subcortical activations to positive emotional states than were seen in either healthy individuals or individuals with major depressive disorder.7,40 Specifics varied across studies, but included areas in ventral and medial prefrontal and anterior temporal cortices (Figure 10–2). Negative emotions evoked less cortical and more subcortical activation than normal (Figure 10–2). This is similar to the response seen in the manic state, and so may be trait–(rather than state-) associated.

**Acute Mood Challenge**

All of the above studies have focused on tasks that involve cognitive processing of experimentally selected emotional stimuli. One group has compared rCBF changes (measured by PET) in patients with bipolar disorder following induction of sadness. Sadness was induced by exposure to a personal script of negative life events.4,10 Bipolar disorder patients (both depressed and euthymic) differed from healthy individuals in having decreased rCBF in medial and orbitofrontal cortex and in not having increased rCBF in subgenual cortex (Figure 10–3). All three groups had increased rCBF in cerebellum and insula and decreased rCBF in parietal cortex. Healthy and depressed bipolar disorder groups both had decreased rCBF in lateral prefrontal cortex. Only the euthymic bipolar disorder group had increased rCBF in dorsal anterior cingulate and premotor cortices.4

Patterns of rCBF change were also compared between a euthymic bipolar disorder group and their healthy sib-
lungs. Overall the patterns of response were similar, with the exception of the medial frontal cortex. The healthy sibling group had increased (rather than decreased) rCBF in this area. The authors of the study suggested that the differences from the normal pattern in orbitofrontal and dorsal anterior cingulate cortices may be trait-related, as they were present in both the bipolar disorder groups and healthy siblings. Two euthymic bipolar disorder groups responsive to different mood-stabilizing medications were also compared. The lithium-responsive group had fewer areas of decreased rCBF in medial frontal cortex, and increased (rather than decreased) rCBF in rostral anterior cingulate cortex (Figure 10–3). The authors noted that decreased activity in this region may indicate more severe illness, as it is believed to be involved in detecting shifts in affect and correcting emotional responses.

Conclusions

Functional neuroimaging of bipolar disorder is still at a relatively early stage of development, compared to neuroimaging data on other mental disorders. Multiple complicating factors have likely contributed to the relative paucity of research on bipolar disorder, including diagnostic difficulties related to subtypes and differentiation between the mood disorders. Additionally, capturing and measuring state immediately prior to scan and controlling for the medication variability further complicate neuroimaging studies. Affective tasks selected to study bipolar disorder tend to generally include a cognitive processing component. Further research in this area is needed, with specific focus on emotion induction, rather than emotion recognition tasks. Studies should consider, control, and report, as much as possible, data on vital patient variables, such as state at time of scan, medication, and comorbidities.
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Recent Publications of Interest


Found diminished prefrontal, cingulate, limbic, and subcortical neural activity in euthymic bipolar patients as compared to healthy subjects during implicit induction of negative and positive affect. The authors provide an extensive discussion of the possible functional significance, organized by word valence and brain region.


Compared activation patterns induced by emotional and nonemotional versions of a go/nogo task. They reported increased activation in ventral-limbic, temporal, and dorsal brain areas during the emotional go/nogo task in euthymic bipolar patients compared to healthy subjects, suggesting altered emotional modulation of cognitive processing.


Measured regional cerebral metabolic rate in medicated bipolar patients and healthy comparison subjects. They found increased metabolism in both cortical and subcortical areas in depressed bipolar patients, similar to what has been reported for the unmedicated state.
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Common types and locations of traumatic brain injury are illustrated on coronal (top), sagittal (middle), and axial (bottom) magnetic resonance images of a young male with neuropsychiatric symptomatology following a combat-related blast exposure (see Figure 11-2 for color-coding).
FIGURE 11-1. The sequence of changes in atmospheric pressure following an explosion make up the blast wave. Prior to the explosion (1), pressure is normal. With the passage of the shock front (2), the blast forces are maximal and the wind flows away from the explosion (2, arrow). This is followed by a drop in atmospheric pressure to below normal (3), resulting in the reversed blast wind (3, arrow). Atmospheric pressure returns to normal after the blast wave subsides (4).

FIGURE 11-2. The most common types of nonpenetrating traumatic brain injury are diffuse axonal injury, contusion, and subdural hemorrhage. The most common locations for diffuse axonal injury (pink) are the corticomedullary (gray matter-white matter) junction (particularly frontotemporal), internal capsule, deep gray matter, upper brainstem, and corpus callosum. The most common locations for contusions (blue) are the superficial gray matter of the inferior, lateral, and anterior aspects of the frontal and temporal lobes, with the occipital poles or cerebellum less often involved. The most common locations for subdural hemorrhage (purple) are the frontal and parietal convexities.
There is an increasing use of improvised explosive devices (IEDs) in terrorist and insurgent activities. Exposure to blast is becoming more frequent. Injuries occur as a direct result of blast wave–induced changes in atmospheric pressure (primary blast injury), from objects put in motion by the blast hitting people (secondary blast injury), and by people being forcefully put in motion by the blast (tertiary blast injury).1–3 Blast-related injury during war is now very common. A recent study found that 88% of military personnel treated at an echelon II medical unit in Iraq had been injured by IEDs or mortar.4 Many (47%) of these injuries involved the head. Similarly, 97% of the injuries to one Marine unit in Iraq were due to explosions (65% IEDs, 32% mines).5 The majority of these (53%) involved the head or neck. The authors noted the importance of prompt evaluation of central nervous system (CNS) symptoms indicative of concussion. Most (82%) returned to duty following an average of 3 (range = 0–30) light duty days.

Historical accounts note that as more powerful explosives came into general use in warfare, a condition was described in which soldiers were rendered dazed or unconscious by an explosion that caused no external visible injury. Retrograde and anterograde amnesia were commonly present upon regaining consciousness or awareness, as were severe headache, tinnitus, hypersensitivity to noise, and tremors.6–9 During World War I, there was significant interest in studying and reporting about cases of soldiers who survived blast exposure and developed neuropsychiatric symptoms. Drs. Fred Mott and Gordon Holmes, two famous physicians with the British Army, wrote in great detail about their battlefield hospital experiences.6,7,10,11 They attempted to describe the neurological/psychiatric status of soldiers postcombat. A variety of names were used for this condition, including commotio cerebri, shell shock, and functional neurosis. These early authors had difficulty differentiating physical injury to the brain from emotional trauma. Thus, these terms were often used loosely to describe what would in the year 2006 be diagnosed as posttraumatic delirium or agitation, concussion, acute stress syndrome, posttraumatic stress disorder, psychosis, or conversion disorders. Mott separated these into two groups. For those who were buried by the explosion, he believed the overriding injury to the brain was carbon monoxide poisoning. In the absence of burial or external injury, Mott believed that the condition was purely due to “psychic trauma” or emotional distress.6,7,10,12 The controversy regarding physical versus emotional cause for “shell shock” (often in this time referred to as cerebral blast syndrome and cerebral blast concussion) continued into World War II. While some physicians were convinced that there was no “organic” injury to the brain, others reported electroencephalographic (EEG) changes similar to those from confirmed closed head injury.8,9

### Blast-Related Forces

The changes in atmospheric pressure that cause primary blast injuries arise because a high-explosive detonation results from the nearly instantaneous conversion of a solid or liquid into gases.1–3 Momentarily these gases occupy the same volume as the parent solid or liquid and thus they are under extremely high pressure. The gases expand rapidly, causing compression in the surrounding air, forming a pulse of pressure (blast overpressure, positive phase of the blast wave) (Figure 11–1). As the gases continue to expand the pressure drops, creating a relative vacuum (blast underpressure, negative phase of the blast wave). Extreme pressure differences occur as the blast wave reaches the body, resulting in both stress and shear waves.

Primary blast injury results from blast wave–induced changes in atmospheric pressure (barotrauma). Organs and tissues of different densities are accelerated at different relative rates, resulting in displacement, stretching, and shearing forces. The most vulnerable parts of the body to primary blast injury are considered to be those with air–fluid interfaces, particularly the lungs, bowel, and middle ear. Rupture of the tympanic membrane is the most frequent injury. Both the blast wave and blast wind can propel objects with considerable force, causing secondary and tertiary blast injuries. Secondary blast injury results from objects put in motion by the blast wind impacting a person (ballistic trauma). This category includes both injuries due to flying debris and those due to collapse of structures. Tertiary blast injury results from a person being blown into solid objects by the blast wind.

### Blast-Related Brain Injury

The brain is clearly vulnerable to both secondary and tertiary blast injury. A still unresolved controversy is whether primary blast forces directly injure the brain. Shear and stress waves from the primary blast could potentially cause traumatic brain injury (TBI) directly (e.g., concussion, hemorrhage, edema, diffuse axonal injury). The primary blast can also cause formation of gas emboli, leading to infarction.13

Clinical data for brain injury due to primary blast forces are quite limited. Most studies involve war-related injuries, although blast-related injury due to air blast and firecrackers has also been reported. In a battlefield situation, it can be extremely difficult to confidently identify cases in which...
only primary blast injury is present. In addition, neuropathological information was only occasionally available. Almost a century of medical literature provides a handful of cases in which brain injuries were likely to have resulted from primary blast forces.\textsuperscript{9,12,14–17} Reported neuropathological changes have included small hemorrhages within white matter, chromatolytic changes in neurons (due to degeneration of Nissl bodies, an indication of neuronal damage), diffuse brain injury, and subdural hemorrhage. Mott wrote in detail about a few cases where primary blast was the proposed cause of death.\textsuperscript{12} He noted a variety of microscopic findings, including an “extremely congested” cortex, perivascular space enlargement, subpial hemorrhages, venous engorgement, white matter hemorrhage into the myelin sheath and perivascular spaces, and chromatolysis. Although Mott believed that most cases of “shell-shock” resulted from “psychic trauma,” he was aware that available methods for examining the brain were quite limited.

So complex is the structure of the human CNS, and so subtile the chemical and physical changes underlying its functions, that because our gross methods of investigating dead material do not enable us to say that the living matter is altered…\textsuperscript{6}

The truth of this caution today, though written more than 90 years ago, has recently been reinforced by findings from experimental (animal) studies of TBI.\textsuperscript{18} It has been shown that severely injured axons do not necessarily swell. The presence of local axonal swellings, the most commonly used neuropathological marker for TBI, may therefore seriously underestimate the magnitude of injury present. The authors also noted that the insensitivity of presently used neuropathological markers to the unmyelinated fine caliber axons that make up 30% of corpus callosum may also contribute to inaccurate injury evaluation. Thus, the search for better methods of delineating the microscopic aspects of brain injury continues.

The vulnerability of the brain to primary blast forces is supported by recent animal studies. One group examined the effects of exposure to pure primary blast forces by enclosing their subjects (rats) within a concrete bunker to prevent injury by other mechanisms. They reported widespread microglial activation (a hallmark of neural degeneration), particularly in the superficial layers of the cerebral and cerebellar cortices.\textsuperscript{19} Other areas, such as the pineal gland, were also affected.\textsuperscript{20} In a later study, performance on tests of coordination, balance, and strength was significantly impaired by exposure to a 20 kPa (kPa is a measure of pressure) explosion but not by exposure to a 2.8 kPa explosion.\textsuperscript{21} More degenerating neurons were seen in cerebral cortex following the larger explosion.

Another group (utilizing rabbits and rats) studied the effect on the brain of exposure to primary blast (delivered by a shock tube) sufficient to cause a moderate level of lung injury.\textsuperscript{22–24} Special holders were used to prevent occurrence of secondary and tertiary blast injuries. In some cases, the effect of exposing the whole body was compared to exposing only the thoracic region (with the head protected by a steel plate).\textsuperscript{23} Both types of blast exposure resulted in ultrastructural evidence of neuronal injury (expanded perineuronal spaces, cytoplasmic vacuoles, myelin deformation, axoplasmic shrinkage) in the areas examined (hippocampus, brainstem reticular formation). The authors noted that the pattern of neuronal abnormalities was similar to those seen in diffuse axonal injury. Biochemical changes indicative of oxidative stress were also present. The degree of neuronal damage correlated with impaired performance on an active avoidance task.

Other groups have reported the effects of exposure to blast forces at levels designed to be below the threshold for induction of macroscopic lung injury.\textsuperscript{25,26} One reported a change in localization of neurofilament protein staining from axons and dendrites to the cell body in cortical neurons following exposure (of rats).\textsuperscript{27} The authors noted that these changes were likely the result of disturbed anterograde axonal transport. Another group used an open air exposure (utilizing pigs oriented with their hindquarters closest to the explosive) just below the threshold for induction of macroscopic lung injury.\textsuperscript{28} Depression of EEG activity was reported in one-half the animals immediately following the blast exposure. EEG amplitude was reduced by about 50% for a short time (5–15 seconds), with a return of normal activity within 1–2 minutes.

**Traumatic Brain Injury**

The most common types of TBI are diffuse axonal injury, contusion, and subdural hemorrhage (Figure 11–2).\textsuperscript{27} Diffuse axonal injuries are very common following closed head injuries. They result when shearing, stretching, and/or angular forces pull on axons and small vessels.\textsuperscript{28} Impaired axonal transport leads to focal axonal swelling and (after several hours) may result in axonal disconnection.\textsuperscript{29} The most common locations are the corticomedullary (gray matter-white matter) junction (particularly in the frontal and temporal areas), internal capsule, deep gray matter, upper brainstem, and corpus callosum (Figure 11–2, pink).\textsuperscript{27} Magnetic resonance imaging (MRI) is more sensitive than computed tomography (CT) in detecting diffuse axonal injury.\textsuperscript{27,29} T\textsubscript{2}-weighted magnetic resonance (MR) images, especially fluid attenuated inversion
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recovery (FLAIR) images, are best for visualizing non-hemorrhagic lesions. Some studies indicate that diffusion-weighted MRI may be even more sensitive than T2-weighted for identifying edema.\(^{27}\) Gradient echo MR images are more sensitive to areas of hemorrhage.\(^{30,31}\)

Contusions occur when the brain moves within the skull enough to impact bone, causing bruising of the brain parenchyma (hemorrhage and edema). The most common locations are the superficial gray matter of the inferior, lateral, and anterior aspects of the frontal and temporal lobes, with the occipital poles or cerebellum less often involved (Figure 11–2, blue).\(^{27}\) The imaging appearance of contusion is variable.\(^{27}\) Edema has lower signal intensity than brain on CT. In the absence of hemorrhage, CT may initially be only minimally abnormal. If hemorrhage is present, there are commonly multiple bright areas of variable size. Edema appears bright on T2-weighted or FLAIR MRI. The most common sequence in the appearance of hemorrhage on T2-weighted MRI is from bright initially, to mildly strongly dark within the first 2–3 days, to bright again by 2–3 weeks.\(^{32}\) Small areas of hemorrhage may be most easily identified with gradient echo MRI. Progression is common, with 25% demonstrating delayed hemorrhage over the initial 48 hours.\(^{33}\)

Traumatic subdural hemorrhage occurs when the brain moves within the skull enough to tear the tributary surface veins that bridge from the brain surface to the dural venous sinus.\(^{32}\) The most common locations are the frontal and parietal convexities on the same side as the injury (Figure 11–2, purple).\(^{27}\) The usual imaging appearance of subdural hemorrhage is an extraaxial, crescent-shaped, homogeneous fluid collection that conforms to the cerebral surface.\(^{27,32}\) Its spread is limited by the dural reflections, and it rarely crosses the midline. Collections greater than 5 mm are easily recognized. Smaller collections may be missed due to partial volume effects with adjacent bone. Acute subdural hemorrhage is usually hypertensive on CT, the preferred imaging modality to evaluate for hemorrhage. It may be of mixed intensity or isointense to gray matter in patients with anemia. In these cases, it can be identified by its mass effects, including sulcal effacement, inward buckling of the gray-white interface, and presence of midline shift.

**Conclusion**

The potential neuropsychiatric implications of such widespread exposure to blast are still uncertain. However, the Defense and Veterans Brain Injury Center (DVBIC) has reported that 59% of an “at risk” group of injured soldiers turning from Afghanistan or Iraq to Walter Reed (2003–2004) suffered at least a mild TBI while in combat.\(^{34,35}\) Further characterization of 433 war fighters revealed that the TBI was moderate or severe in more than half the group. The TBI was due to a closed head injury in 88%. Similarly, a study of patients with explosive injury only to the lower extremities found that 51% (665/1303) had neurological symptoms (e.g., headache, insomnia, psychomotor agitation, vertigo) consistent with TBI.\(^{36}\) Of these, 36% had EEG alterations during the acute stage (most commonly hypersynchronous, discontinuous, or irregular brain activity). Both neurological and EEG abnormalities persisted into the chronic stage for 30% of this group. An earlier study found that veterans with posttraumatic stress disorder who had been exposed to blast had EEG abnormalities and attentional difficulties consistent with mild TBI.\(^{37}\) Thus, the limited clinical evidence to date suggests a similar range of neuropsychiatric impairments as seen with other traumas (e.g., accidents, assaults). In many cases, TBI clearly resulted from secondary and/or tertiary blast injuries. The vulnerability of the human brain to primary blast injury is controversial and an area of active research.\(^{38}\)

---
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Recent Publications of Interest


Examined the brains (of rats) for evidence of hemorrhage, contusion, and apoptosis at 4, 24, or 72 hours after exposure to a single explosion-generated shock wave. While only the higher level of shock wave resulted in hemorrhage and contusion, neuronal changes were present at the lower level. The authors speculate that the threshold for shock wave–induced brain injury may be lower than for other organs.


Measured the pressure wave within the 3rd ventricle (of rats) following exposure to a low level blast wave generated by a pneumatic pressure–driven shock tube. They found that only a small part of the blast wave was absorbed by the skull, and noted that the changes in wave shape inside the brain suggest differences in wave propagation velocity as a result of reflection from boundaries between tissues of different densities.


Presents a clinical case in which a steam boiler explosion resulted in fatal brain injury apparently due to primary blast forces, as there was no evidence of blunt or penetrat-
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Reviews the physics, mechanics, and consequences of explosive blasts, the evolution of nervous system injury, and treatment strategies.

Provides a brief overview of the epidemiology of combat-related traumatic brain injury, types and mechanisms of blast-related brain injuries, and posttraumatic stress disorder following TBI.
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Computer modeling can be used to predict the forces (pink is highest, dark blue is lowest) within the brain following a strong blow to the head. The upper image is a view from above of the predicted intracranial pressure. The lower image is a view from the side of the predicted shear stress.
Public awareness of sports-related head injuries came to the forefront in the early twentieth century. Between 1869 and 1905, there were 18 deaths and 159 documented serious injuries attributed to the game of football. In response to these alarming numbers, President Theodore Roosevelt convened representatives from the academic institutions governing football to discuss reforming the game. The American Football Rules Committee arose from these conferences.5–8

In 1962, the American Medical Association’s Committee on Medical Aspects of Sports organized a conference addressing head protection in athletes and associated matters in sports medicine.3 A greater understanding of the need to determine patterns of injury in order to reduce morbidity in the professional and recreational athletic arenas resulted. Although football was the main focus on the American front, emphasis was placed on head protection in other sports arenas elsewhere. In Sweden, for example, the use of hockey helmets became mandatory in 1963. This was subsequent to an insurance survey that found over 100 closed head injuries, including 1 death, 22 mild traumatic brain injuries (MTBIs), and 3 facial fractures as a result of hockey participation.9

Today, multiple sports are associated with concussive events. In excess of 1.5 million people participate in football (i.e., recreational, high school, collegiate, and profes-
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The estimated annual incidence of MTBIs in football is 4%–20%. A systematic review of the literature from 1985 to 2000 found ice hockey and rugby to have the highest incidence of concussion for high school, college, and amateur athletes, while soccer had the lowest. At the recreational level, female taekwondo participants and male boxers had the highest frequency of concussion. Of the injuries, 6.2% were concussive in a three-year prospective study among intercollegiate athletes. According to a survey of 1,659 children participating in contact sports, 3% suffered concussions. In addition, an epidemiologic study of collegiate and high school football players found that players who sustain one concussion are three times more likely to sustain a second one in the same season.

Concussion and Postconcussive Syndrome

The term “concussion” is derived from the Latin word *concutere* (to strike together). Another synonymous term, *commotio cerebri*, was introduced in the 16th century by the French military surgeon Pare. Although the symptoms associated with concussion have been recognized for centuries, the term “postconcussion syndrome” was first used in 1934 to describe the “subjective posttraumatic syndrome... due directly to the blow on the head.” Symptoms associated with postconcussion syndrome may include persistent headache, irritability, inability to concentrate, memory impairment, generalized fatigue, dizziness, or a generalized loss of well-being. Commonly, the course is self-limited, resolving usually within 6–8 weeks of the incident.

Most recently, it has been recognized that MTBI may occur as a result of concussion. The Centers for Disease Control and Prevention (CDC) Mild Traumatic Injury Workgroup conceptually defined MTBI as “an injury to the head as a result of blunt trauma or acceleration or deceleration forces that result in one or more of the following conditions: (1) Any period of observed or self-reported transient confusion, disorientation, impaired consciousness, dysfunction of memory around the time of injury, or loss of consciousness lasting less than 30 minutes. (2) Observed signs of neurological or neuropsychological dysfunction, headache, dizziness, irritability, fatigue or poor concentration.” According to the CDC (based on the 1991 National Health Interview Survey), the incidence of athletic traumatic brain injuries was approximately 300,000, with only 12% of those injuries requiring hospitalization. It is important to note that this survey included weighted data collected from 46,761 households where the main outcome measure was the occurrence of one or more incidences of head injury with loss of consciousness. As many concussions in athletics do not result in loss of consciousness, actual occurrence of MTBIs in the athletic arena is likely much higher. A survey of high school football players found that only...
47.3% of the athletes who sustained a concussion had reported it at the time of injury. The most common reason for not reporting was the belief that the injury was not serious enough to need medical attention (66.4%). Other cited reasons included not wanting to leave the game (41%), not recognizing that a concussion had occurred (36.3%), and not wanting to disappoint their teammates (22.1%)

The large numbers of athletic-related MTBI raise concerns about possible short- and long-term sequelae of repetitive injury. Dementia pugilistica in boxers results from repetitive head injury and leads to chronic disability. Second impact syndrome (SIS) is rare and potentially fatal. SIS occurs when an athlete has sustained an initial head injury, most often a concussion, sustains a second head injury before symptoms associated with the first have fully cleared. SIS may result from increased vascular congestion creating cerebral swelling resulting in transtentorial herniation and subsequent death. There were 33 probable cases of SIS in football between 1980 and 1993. There are reports of possible SIS in other sports, including field hockey and skiing. The existence of SIS is controversial, as not all cases fully satisfy diagnostic criteria.

Postconcussive symptoms can also contribute to performance limitations and overall decreased functionality. Athletes who do not exhibit on field mental status changes or report any postconcussive symptoms may still be impaired on neuropsychological testing. A National Collegiate Athletic Association (NCAA) Concussion Study found that college football players with a history of concussion are likely to have future concussive injuries with a 7–10 day window of increased susceptibility. Repetitive concussions may be associated with slower recovery of neurological function. Another study found a prolonged course of recovery in high school as compared to college athletes. Significant memory impairment was present up to 7 days after injury in high school athletes but for only 1 day in college athletes. Thus, the age of the athlete must be considered when addressing MTBI management.

Concussion is characterized by a disturbance in neural function that can be profound, causing brief loss of consciousness. Early studies utilizing animal models of concussion indicated that loss of consciousness occurred when the head was unrestrained and hit by an angular acceleration/deceleration process. Recently, finite element modeling based on professional football head-to-head field collisions has found that rotational acceleration produced maximum shear stress (Figure 12–1). No significant relationship was found between translational acceleration and shear stress. This theoretical analysis is supported by multiple sports studies. A six-year investigation of National Football League players demonstrated that the most susceptible to concussion were quarterbacks, wide receivers, and defensive secondaries who received a face mask impact at an oblique angle. Concussion in hockey is commonly associated with an eccentric blow to the head, a strike to the face or jaw, or a hit directed to the chin. In taekwondo, concussion is primarily due to a roundhouse kick (i.e., angular kick) to the temporal region of the head. Additional proposed biomechanical mechanisms of injury include: sudden movement of the head about the axis of the neck severely stressing the craniospinal junction; hemisphere movement causing stretch of brainstem neurons; rotational loading causing violent impact between the skull and brain; and propagation of intracranial pressure waves deforming brain tissue and depressing skull bone.

Several theories of concussion have been developed to explain the immediate loss of consciousness. Reticular theory is based on the premise that a concussive blow temporarily paralyzes the brainstem reticular formation. Centripetal hypothesis attributes concussion to mechanically induced strains disrupting brain function. Activation of cholinergic neurons resulting in suppression of behavioral responses is central to pontine cholinergic system theory. Convulsive hypothesis attributes concussion to generalized neuronal firing. This theory is supported by the sequence of cerebral hyperexcitability followed by a longer period of depression acutely after head injury.

A neurochemical cascade develops immediately following biomechanical insult to the brain, bringing a multitude of cellular changes. Disruption of neuronal membranes and axonal stretching leads to an increase in extracellular potassium and subsequent depolarization and release of excitatory neurotransmitters. This has been termed neurotransmitter storm. Thereafter, neuronal suppression occurs diffusely throughout the brain, activating membrane pumps and increasing glucose utilization. Increased lactate production follows. The resultant accumulation may leave neurons more susceptible to further injury. Cerebral blood flow also decreases. N-methyl-d-aspartate (NMDA) receptors are activated. There is an influx of calcium into the cell with accumulation in the mitochondria. This impairs oxidative metabolism, leading to energy failure and the possibility of microtubule breakdown. Other neurochemical changes may include: a decrease in γ-aminobutyric acid (GABA) and other inhibitory neurotransmitters, possibly lowering the seizure threshold; decreased magnesium, leading to impaired energy production and neurologic deficits; and loss of forebrain cholinergic neurons, resulting in impaired neurotransmission with possible learning and memory difficulties.
**Neuropsychological Testing**

Neuropsychological testing is increasingly used in initial assessment of concussion, both on and off the field. In the late 1980s, the University of Virginia completed the first large-scale research study on MTBI in athletes. Neuropsychological testing was utilized to assess cognitive function prior to and following concussion. The Pittsburgh Steelers began using neuropsychological testing in the 1990s to determine return to play decisions. It is now used in other areas of professional athletics, including ice hockey and auto racing. Neuropsychological batteries are also utilized for assessment of short- and long-term postconcussive symptoms. Several return to play guidelines have been developed, based on the degree of symptomatology experienced by the athlete. These guidelines have slight differences in their definitions of grades of concussion and recommendations. At present, all are based on expert opinion rather than prospective studies. Ideally, baseline testing is obtained at the beginning of the season. At the time of injury, testing is repeated. The choice of specific neuropsychological tests varies, but a battery is chosen to assess cognitive skills, including immediate and delayed recall, orientation, verbal memory, attention span, word fluency, visual scanning, and coordination. Methods of testing range from sideline assessment to computer-based inventories (e.g., Immediate Post Concussion Assessment and Cognitive Testing [ImPACT]).

**Imaging**

Imaging of diffuse axonal injury was recently reviewed. In brief, computed tomography (CT) is the initial method of choice to evaluate and exclude hemorrhage. T2-weighted magnetic resonance imaging (MRI), particularly fluid attenuated inversion recovery (FLAIR) MRI, is more sensitive to traumatic lesions. Gradient echo MRI is better at detecting hemorrhagic change. However, studies have not been able to correlate abnormal findings on MRI with either postconcussive symptoms or long-term outcome. Diffusion-weighted imaging (DWI) has been shown to identify shearing injuries not evident on T2/FLAIR or gradient echo sequences, thus making it valuable in evaluating closed head injuries. Diffusion tensor imaging (DTI) examines the integrity of the white matter tracts by measuring the degree and direction of water diffusion, providing a potential marker for white matter injury. Studies utilizing positron emission tomography (PET) and single-photon emission computed tomography (SPECT) have demonstrated frontal and/or temporal hypometabolism following MTBI at rest and during working memory tasks. This has been hypothesized to correlate with decreased memory function. Several recent studies have assessed the potential of functional MRI (fMRI) to provide more thorough assessment following concussion. fMRI provides information regarding neural function during task performance and is noninvasive. Tasks can be tailored to obtain information regarding specific neurological functions. A small prospective study of college football players compared individual brain activation patterns prior to and following concussive injury. Brain activation was more widespread following concussion compared to both preinjury levels and uninjured subjects during the performance of various memory and sensorimotor tasks (Figure 12–2). Performance was unchanged compared to baseline measures. The motor sequencing tasks were the most sensitive to concussion. The authors note that these results are consistent with cognitive load–induced recruitment of neural resources. Another fMRI study evaluated working memory in adult athletes who had sustained a concussion (1–14 months prior to study) and were experiencing postconcussive symptoms. Athletes with concussions had less task-related activation in the mid-dorsolateral prefrontal cortex (important for working memory) than comparison subjects (Figure 12–2). There was an inverse correlation between right dorsolateral prefrontal cortex activation and severity of symptoms. None of the symptomatic athletes had evidence of axonal injury on structural MRI. Thus, functional impairment may be present in the absence of abnormalities on clinical imaging. In addition, concussed athletes had widespread activations in areas not activated in comparison subjects. In one subject, a follow-up study showed that resolution of symptoms was accompanied by normalization of the activation pattern. Finally, less than normal activation was found in dorsolateral prefrontal cortex in a task requiring response inhibition (Figure 12–2). These studies provide the framework for the possible clinical utility of fMRI in concussive injury in athletes.

Standard electroencephalographic (EEG) techniques have had limited value in the assessment of MTBI. One study utilized EEG patterns in isolation and during postural tasks in comparison subjects versus asymptomatic athletes postinjury (mean of 89.4 days) to evaluate any residual effects of concussion on global cortical function. The authors reported an overall decrease in EEG power in all bandwidths studied, an effect most prominent during standing postures. This suggests a possible explanation for the reduced functional capabilities, such as postural instability, observed in athletes subsequent to concussive injury. Studies utilizing evoked potentials (EPs) and event-related potentials (ERPs) in the evaluation of MTBI have
shown more promising results. Both EPs and ERPs represent the averaged EEG signal in response to a given stimulus. EPs are thought to represent processing in the primary sensory pathways, whereas ERPs are associated with cognitive processes. EP studies have consistently found the cortical waveform to be briefly extinguished immediately after concussion in animal models. The brainstem auditory evoked potential (BAEP) has been primarily utilized as it is a marker of brainstem function. There have been reports of change in BAEP latency subsequent to concussion, as well as studies that report no change. Thus, to date, results are mixed.

ERPs may be more useful. One study examined ERPs evoked following MTBI in college athletes. Concussed athletes demonstrated a significant decrease in the waveform around 300 msec (P300), which was related to the severity of postconcussive symptoms (Figure 12–3). Another study compared the effects of concussion on attention and ERPs in athletes based on their symptomatology. Longer reaction times were exhibited by symptomatic athletes compared to asymptomatic ones. In addition, there was an inverse relationship between severity of postconcussion symptoms and P300 amplitude. This effect was not influenced by the length of time since injury. This suggests that concussion symptomatology affects attentional capacities. As ERPs are resistant to practice effects, this approach is promising as a possible diagnostic tool in MTBI.

A relatively new approach to evaluation of MTBI is magnetic source imaging (MSI). MSI integrates anatomic data from MRI with electrophysiology data from magnetoencephalography (MEG). MEG measures the neuro-magnetic field of the dendrites organized parallel to the skull surface (as compared to EEG that measures the potential gradients of dendrites perpendicular to the skull surface). It allows tracking of real-time brain activity without distortions by differences in conductivity between the brain, skull, and scalp. One study compared MRI and resting EEG with resting MSI in postconcussive subjects versus comparison subjects. Results indicated that MSI detected more patients with postconcussive symptoms than either EEG or MRI alone. All patients with abnormal EEG or MRI also had abnormal MSI. To date, there are no published studies evaluating MTBI with MSI in athletes.

**Conclusion**

Recognition of the high incidence of sports-related concussions has increased interest in MTBI assessment and prognosis. Neuropsychological testing is beginning to play a more integral role in the evaluation of the concussed athlete. Functional imaging studies allow comparison pre- and postinjury. In this context, fMRI, ERPs, and MSI are promising tools in the evaluative process. It is critical to find a means of detecting possible neurological consequences of MTBI, however subtle, and identifying the neuropsychological and neurophysiological impairments caused by a sports-related concussion. Specifically, assessing recovery for several brain functions and their underlying neuronal mechanisms will permit development of tools for rapid and efficient diagnosis. Further, a better understanding of recovery will guide return to play decisions as well as special measures and accommodations that need to be taken to carry out daily activities.
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Compared neurological and neuropsychological functioning in jockeys reporting multiple versus single concussions. They found greater impairment in response inhibition and divided attention associated with a history of multiple injuries, with younger individuals more vulnerable than older.
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(Bottom) An axial contour map (irregular green lines) of areas that are more than 2 standard deviations below normal white matter magnetization transfer ratio in the region of the splenium of the corpus callosum in a patient with traumatic brain injury. (Top) The approximate axial section is indicated (straight green line) on a normal sagittal T1-weighted MR scan.
FIGURE 13–1. Axial diffusion tensor imaging. An area with vasogenic edema is visible in the left frontal lobe on the T2-weighted image (arrows). It is much less evident on the mean diffusion-weighted (DW) map of the same section, produced by averaging the diffusion-weighted images obtained in all 23 noncollinear directions of the diffusion gradients. The corresponding trace map shows increased diffusivity in the left frontal lobe (arrows). In the fractional anisotropy map of the same section, decreased anisotropy is visible in the left anterior portion of the corpus callosum due to the presence of vasogenic edema (arrowhead). Diffusion anisotropy is also decreased in the anterior portion of the left internal and external capsules (arrow), although these regions are characterized by normal T2 and trace values.

FIGURE 13–2. Axial magnetization transfer imaging. A box indicates the region of the splenium of the corpus callosum in which a detailed analysis was performed by overlaying contours that correspond to 2 standard deviations (SD) below normal white matter magnetization transfer ratio (MTR). Arrows indicate regions in which the MTR was more than 2 SD below normal in these two traumatic brain injury (TBI) cases. Both patients had cognitive impairments consistent with TBI.
Traumatic brain injury (TBI) is an often devastating and common problem that affects today's society. Only rough estimates of incidence and sequelae can be obtained, as many of the milder injuries go initially unreported. Current estimates note an incidence of 1.5–2 million a year in the United States, most commonly from motor vehicle accidents. It occurs bimodally in age groups from the teens through the twenties and after age 70. 80% are mild injuries; 10%–13% moderate; and 7%–10% severe. A large portion of these surviving patients will have cognitive or emotional sequelae and will need neuropsychiatric interventions years after the injury. For example, 10%–75% of these patients have been reported to have depression. It is therefore essential to try to understand the pathophysiology of brain injury, be able to perform adequate diagnostic evaluations, and intervene as early as possible, in hopes of limiting continual injury processes.

In the last 20 years, improved clinical management has significantly reduced mortality, and for those who survive, new research has identified secondary injury processes that continue in the first hours and days postinjury that may be amenable to therapeutic intervention. Much of the current work in TBI focuses on these processes and their therapeutic management potential. An excellent review of the history of research in acute brain injury was recently written. Beginning with a review of the anatomy of the neuron, its subcellular structure, and normal function, the authors discuss the biomechanics of the forces of TBI (rotational and translational), the implications of injury impact location, and the microscopic sequelae of the initial impact. Primary, secondary, and tertiary processes of injury to axons are emphasized. Difficulties in creating laboratory models of acceleration/deceleration injury, the problems associated with current research strategies, and how the theories of axonal injury have changed over the years are also addressed. The review closes with a consideration of imaging techniques for the acute TBI patient as well as potential interventions that may be on the horizon. This current communication focuses on three new concepts—new information regarding microscopic pathophysiology of secondary axonal injury; new diagnostic tests to quantify injury; and new imaging techniques that better identify axonal injury in TBI patients.

Diffuse Axonal Injury—Microscopic Evaluation

Diffuse axonal injury (DAI) is a term applied to TBI-induced scattered destruction of white matter tracts. It was first described in 1955 by Lindenberg in patients with posttraumatic hemorrhage of the corpus callosum. DAI can only be definitively diagnosed postmortem. DAI, as detected via histological assessment, is generally associated with shearing injuries, especially those involving acceleration/deceleration. Typically, these patients show significant morbidity without evidence of mass lesions on early imaging. Correlation between axonal injury and the presence of neuropsychological abnormalities, even years after injury, has been described [for review see6].

Recent research has determined that initial axonal injury is an ongoing process, evolving over several hours to days. When first identified almost 50 years ago in postmortem analysis using silver salts, the finding of grossly swollen axonal bulbs in humans suggested that the axons were mechanically torn at the moment of injury, with an expulsion of their axoplasm to form the axonal bulb. Experimental studies in animals as well as humans, by Povlishock and colleagues in the early eighties, rejected this premise, showing that the forces of injury focally perturbed the axon, leading to impaired axonal transport that then led to focal axonal swelling, followed over several hours by axonal disconnection. These findings have been confirmed by multiple laboratories, leading to universal acceptance of the phenomenon that diffuse axonal injury involves progressive/evolving change and ultimately leads to axonal disconnection many hours postinjury.

In addition to the recognition of the evolving changes associated with DAI, Povlishock and colleagues have also followed the downstream consequences of the axonal disconnection, showing that the diffuse axonal injury translates into diffuse synaptic terminal loss that then sets the stage for either adaptive or maladaptive neuroplasticity, perhaps explaining some of the morbidity found in these patients. Recognizing the evolving nature of diffuse axonal injury and its linkage to focally impaired axonal transport, more contemporary studies seeking to identify DAI in both the laboratory and forensic setting have relied on antibodies targeting amyloid precursor protein (APP), which is known to be delivered by axonal transport. Its anterograde passage is impeded by axonal injury, with subsequent accumulation in the axonal swelling. At present, antibodies to APP are the gold standard in both the experimental and forensic setting as well as in the evaluation of many preclinical drug studies focusing on the ability of various drugs to attenuate APP-positive swellings. While members of the research and clinical community have agreed that axonal swellings and disconnection are the consequence of injury and, as such, contribute to the adverse consequences of traumatic injury, new information arising from the experimental setting suggests that not all traumatically injured axons may go on to swell. This suggests that studies focusing on APP-positive swellings may underestimate the total number of axons injured...
Serum Markers

As novel discoveries are occurring on the pathological level, newer laboratory and imaging techniques are also finding use in the acute TBI setting. Recently two serum and cerebrospinal fluid (CSF) markers of central nervous system (CNS) injury have been studied in Europe. S-100B is an acidic calcium-binding protein found in glial and Schwann cells with high specificity for CNS white matter. Neuron-specific enolase (NSE) is an isoenzyme located in neurons, neuroendocrine cells, smooth muscle fibers, and adipose tissue. Both markers have been tentatively linked to the severity of the TBI and outcome predictability, particularly with severe injuries.

The evidence for S-100B is considerably stronger than for NSE. Most authors agree that initial levels should be measured within 6 hours of the injury, certainly within the first day. Levels fall rapidly over the next few days. Levels have been measured both in CSF and, most commonly, in serum. A recent study suggests that to be strictly relevant to TBI, levels in CSF must be measured, as serum levels are affected by nonnervous system sources. In addition, another study has shown that serum levels of S-100B peak 2 days after CSF levels. As with most new research areas in medicine, the initial work has been with small groups of patients, study designs differ, studies have not controlled for the same preexisting factors, and outcome has generally been measured within 6 months of injury. Additionally, the primary outcome measure has been the Glasgow Outcome Scale (GOS), an 8-point scale that marks global states such as vegetative, dependency on others for activities of daily living, return to work, and minor deficits. It does not include in-depth neuropsychological or psychiatric testing.

A recent comparison was done of CSF and serum S-100B and NSE levels to two immunological markers (sICAM-1 and IL-6; associated with CNS inflammatory response) and to clinical outcome and initial computed tomographic (CT) contusion size in 13 patients with Glasgow Coma Scale (GCS) scores of ≤8, as compared with 17 controls. Levels were measured over 14 days. Both CSF S-100B and NSE strongly correlated with contusion size. With the serum markers, only S-100B correlated with clinical outcome and contusion size in all 13 patients. Serum NSE correlated with the release of the immune factors only. The authors surmised that NSE was related to immune function and that S-100B can be a marker for severity of injury. They also noted that it is unclear if S-100B is protective or detrimental—as it may stimulate repair processes such as glial growth but also has been linked to deleterious calcium uptake. They did not control for previous psychiatric or neurological histories or alcohol use. A later study examined a larger cohort, 51 patients, with GCS < 9. Results again indicated that S-100B levels correlated with outcome, as measured by the GOS and by a quality of life self-assessment questionnaire. The authors measured outcome over a wide time range (5–24 months) and did not control for previous psychiatric or alcohol histories. However, both these studies confirmed the results of several groups from the 1990s that proposed the predictive value of S-100B in severe brain injury.

The predictive value of these markers is more controversial in mild brain injury. Serum S-100B and NSE were sampled in 66 patients with both mild (GCS 13–15) and moderate-severe (GCS ≤12) injury and compared with both volumetric CT lesions and initial GCS score. Results indicated that, as in previous studies, the patients with moderate-severe injury had higher NSE and S-100B levels and had longer release of these agents than did those with mild injuries. Both groups, however, had initially higher levels than controls. The levels were measured serially over 3 days, and all levels correlated with volume of contusions on CT. Patients with previous CNS disorders were excluded. Pre-
vious history of alcohol abuse was not mentioned. The same group followed with a comparison of S-100B and NSE values in 69 patients with a median GCS of 13. Seventy-nine of the subjects completed neuropsychological testing at 2 weeks and 6 months. Both markers correlated with initial GCS scores and neither correlated with CT findings. Patients with both subacute and chronic neuropsychological deficits had higher NSE and S-100B values and longer release times of both markers. However, at both 2 weeks and 6 months only the S-100B correlations reached statistical significance. The authors did control for past neurological, psychiatric, alcohol, and drug abuse histories. The conclusions were that, although both markers were elevated, S-100B was a more reliable marker of injury in mild TBI.

Two other groups have found correlations with outcome in larger cohorts of mildly injured patients (GCS 13–15). Towndend found an inverse correlation between initial S-100B levels and GOS scores at 1 month postinjury in 119 patients completing the study. De Kruijk et al. examined S-100B and NSE levels in 104 mild TBI patients as compared with 91 controls. Median NSE levels in the patients were only slightly higher, while S-100B levels were significantly higher than in controls. Initial vomiting was also associated with higher S-100B levels. A self-assessment questionnaire of posttraumatic complaints was obtained at follow-up in 79 of the 104 subjects. Within this group, a twofold increase in severity of cognitive and vegetative complaints was associated with higher initial serum levels of S-100B and NSE, respectively. Savola et al. obtained serum S-100B levels within 6 hours of injury in 172 cases of mild TBI (GCS 13–15) and found that elevated levels (>0.5 µg/L) correlated with postconcussive symptoms reported at 2–6 weeks postinjury. Only 50% of the 8 patients with CT-confirmed intracranial lesions had elevated S-100B levels.

Other areas of study with S-100B included an initial comparison to magnetic resonance (MR) imaging findings and development of appropriate cut-off values for normal and pathological levels of this marker. In 1999, Ingebrigtsen and colleagues found that the proportion with higher serum S-100B levels was increased in patients with MR imaging findings of contusion and observed a trend towards positive findings on neuropsychological testing at 3 months. However, only 14 of the 50 cohorts had detectable levels of S-100B and only 5 patients had MR imaging findings. Biberthaler compared 52 patients with mild injury (GCS 13–15) to 20 healthy controls and to 10 severely injured patients (GCS < 8). Results indicated that if 0.1 ng/mL of serum S-100B was used as a cut-off for normal, then the test sensitivity would reach 100%, with 40% specificity for intracranial injury.

**Imaging Studies**

Although it has been known for some time that MR imaging is more sensitive than CT in detecting axonal injury, both methods are widely used. CT examination, still the standard for life-threatening acute hemorrhage, is robust and relatively inexpensive. In contrast, while MR imaging is much better for detection of white matter lesions, the exams take longer, are more expensive, and require special nonmagnetic ventilators, cardiac monitors, and other medical equipment. Both conventional and developing MR techniques can add value to the clinical assessment of TBI. Gradient echo (GE) images are sensitive to magnetic susceptibility (T2*) and can demonstrate even very small areas of hemorrhage. Such lesions are more easily visualized with this technique because the hemorrhagic blood creates a local magnetic field disturbance, causing a loss of signal. The number of small hemorrhagic lesions identified on T1*-weighted GE images correlated with GCS score in several studies. In addition, lesion locations were appropriate to explain all focal neurological signs and symptoms in the acute phase (≤ 3 weeks) in one study.

Nonhemorrhagic lesions are better visualized on T2-weighted spin echo sequences, especially those obtained using fluid attenuated inversion recovery (FLAIR), a technique that incorporates suppression of the bright signal from CSF. In a prospective study, 33 patients with normal CT scan but abnormal neurologic status underwent MR examination within 48 hours of injury. This group obtained T1, T2-weighted echo-planar, T2*-weighted GE, T2-weighted FLAIR, and T2-weighted turbo spin echo images, and found that MR imaging demonstrated more nonhemorrhagic lesions than CT. The authors noted that presence of nonhemorrhagic lesions was associated with a relatively good clinical outcome. However, outcome was measured only with the GOS, a relatively insensitive measure. It does not, for instance, include in-depth neuropsychological or neuropsychiatric evaluation.

In another prospective study, a group of 21 patients with DAI underwent MR imaging within 24 hours of injury, then again on days 1, 3, 7, and 14. The signal intensity of the corpus callosum was measured on FLAIR images at each time point. The study found a positive correlation between the duration of unconsciousness and the maximum signal intensity of the corpus callosum, which occurred most commonly on day 7 (range 3–14). In addition, higher signal intensity was associated with an unfavorable outcome at 6 months, as determined by the GOS.

Newer types of MR imaging provide quantitative measures and show promise for increasing identification of DAI. A recent retrospective study examined 25 patients...
within 48 hours of TBI, comparing lesion visualization on T2*-weighted fast spin echo, FLAIR, T2*-weighted GE, and diffusion-weighted (DW) images. Of 427 lesions identified on at least one type of imaging, 58% were detected on T2/FLAIR, 47% were detected on GE, and 22% were detected on both. DW imaging was the most sensitive, allowing visualization of 72%, including all nonhemorrhagic lesions. Importantly, 16% of lesions were visible only on DW imaging. All of these were hyperintense in appearance. The apparent diffusion constant (ADC) was decreased in the majority of lesions visible on DW imaging, indicating more restricted diffusion, perhaps an indication of cytotoxic edema. Approximately one-quarter displayed increased ADC, which may indicate the development of vasogenic edema. Consistent with expectation, many hemorrhagic lesions (23%) were seen only on the GE images.

Increased ADC was seen on the other types of images gathered) indicates that these patterns may correspond to areas in which repair processes have been successful versus areas in which injury has progressed. All these studies indicate that various measures of water diffusion may be more sensitive to DAI than conventional MR imaging.

Magnetization transfer (MT) imaging is another quantitative MR technique that has been found to be related to tissue structure and thus can be used to assess structural integrity. In one study of DAI in an animal model, MT imaging results were found to be related to pathologically proven injury. In a later study conducted by the same group, 28 patients who had experienced loss of consciousness as a result of head injury were compared to 15 controls. Most were first imaged within 2 weeks of injury (range, 1–29 days). Follow-up scans were obtained in 10 patients. Magnetization transfer ratios (MTRs) were calculated for all white matter areas that were abnormal on the T2-weighted images as well as for areas of normal appearing white matter. Outcome measures (GOS) were obtained 3 months to 3 years after injury. Decreased MTR was found in normal appearing white matter only in patients that had persistent functional deficits at follow-up. However, absence of decrease in MTR in normal appearing white matter was found in patients with outcomes that ranged from very good to poor. In a subsequent related study, 13 patients who had experienced mild TBI were examined with conventional MR imaging and MT imaging several months to several years following injury. Neuropsychological testing was done in 9 patients, all of whom were found to be impaired. Most of the patients in the study (12/13) had negative conventional MR imaging but all were symptomatic. Contour mapping of the MTR revealed areas of profoundly decreased MTR in the splenium of the corpus callosum in four of these patients (Figure 13–2). A moderate correlation was found between a test of verbal learning and MTR for the splenium. Results of this study suggested that MT imaging may be sensitive to mild TBI when other modalities fail. In another study from this group, MT imaging and 3H (proton) MR spectroscopy of the splenium of the corpus callosum were obtained in 30 patients with TBI. Initial GCS scores ranged from 3 to 15 (mean score, 11). Assessment was done between 2 and 1129 days after injury. Outcome (GOS) was assessed a minimum of 3 months after injury. No correlation between MT imaging and outcome was found. However, a decreased N-acetylaspartate-to-creatine ratio (a possible indication of neuronal loss) was associated with poorer outcome. These results are consistent with prior suggestions that abnormal MR spectroscopy results may predict a poor clinical outcome. Limitations of this study include the wide range of times from injury to examination and injury to assessment of outcome.
Conclusion

In summary, new research techniques are beginning to make it clear that brain injury is not static but rather an evolving process. A better understanding of the nature of these events should spur the development of more effective interventions. Earlier, more sensitive methods of identifying and categorizing degrees of brain injury have the potential to better predict outcome, and thus guide clinical management.
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Statistical parametric maps display regions of significant hypometabolism superimposed on three-dimensional reconstructions of the magnetic resonance data set from a patient with corticobasal degeneration.
FIGURE 14–1. A statistical parametric map (left) displays regions of significant hypometabolism superimposed on a three-dimensional reconstruction of magnetic resonance images from a patient with corticobasal degeneration. Numbered lines indicate the approximate locations and angle of section for the three axial images (right) from the source positron emission tomography \(^{18}\text{F}\)-fluorodeoxyglucose data set. The axial sections show the characteristic regional variations in cerebral metabolic rate (red is high, blue is low). Note the prominent asymmetrical metabolic decreases in the occipital and parietal lobes (arrows).

FIGURE 14–2. \[^{18}\text{F}\]\text{Fluorodopa (FDOPA) positron emission tomography images in a normal subject and three patients with corticobasal degeneration show decreased uptake of FDOPA in the corticobasal degeneration group in the striatum (arrows) as well as the clearly asymmetric pattern. Used with permission.}^{34}

FIGURE 14–3. Functional magnetic resonance imaging results of finger opposition tasks in a patient with corticobasal degeneration are overlaid onto axial magnetic resonance images. There are clear differences in cortical activation when movement is performed with the impaired (pink) and the unaffected (green) hands. Note the decreased areas and extent of activation with the affected hand with a simple (left) and complex (right) task. Adapted with permission.^{23}
Corticobasal degeneration (CBD) is a rare neurodegenerative dementia that illustrates the use of functional imaging in geriatric psychiatry. There have been numerous publications related to the more common dementias (such as Alzheimer's disease [AD] and functional imaging. Fewer reports are available regarding CBD; functional imaging may be cardinal in differentiating this clinical entity from other dementias and/or movement disorders. Patients with CBD typically present with asymmetric parkinsonism, dystonia or focal myoclonus, and specific cognitive-behavioral changes. These include one or more of the following signs: ideomotor apraxia, cortical sensory loss or alien hand phenomenon, frontal executive deficits, and, less often, dementia. Although first described in 1968, it was not until the early 1990s that this disorder became a focus of clinical and research interest. Investigators have previously referred to CBD as corticodentatorinal degeneration with neuronal achromasia, corticonigral degeneration, corticobasal ganglionic degeneration, or progressive asymmetrical rigidity and apraxia syndrome. Some authors have suggested using the term corticobasal syndrome for the constellation of clinical features considered as defining characteristics of CBD, reserving the term corticobasal degeneration for the histopathological disorder. CBD is now recognized as part of the spectrum of frontotemporal lobar degeneration.

The prevalence of this disorder is not clear. CBD is less common than other mid- and late-life basal ganglia disorders. In an autopsy series of 226 elderly demented patients, CBD accounted for 1.3% of cases. The mean age at onset is 63 years (SD = 7.7), although the disease may occur as young as 28. The disease has an insidious onset and is steadily progressive, with a mean duration of 7.9 years (SD = 2.6). The clinical diagnosis of CBD is challenging. This disorder may be markedly underdiagnosed, as one report indicates initial recognition to be as low as 35%. CBD may be difficult to differentiate in its early course from Parkinson's disease (PD) or other parkinsonian disorders, like progressive supranuclear palsy (PSP) or multiple system atrophy (MSA). A lack of initial response to L-dopa therapy, although nonspecific, helps differentiate CBD from PD. Despite recommended diagnostic criteria for probable CBD, a definitive diagnosis requires neuropathological confirmation.

**Neuropsychiatric Features**

Depression is the most common neuropsychiatric feature in CBD. The prevalence of depression may be as high as 70%, apathy 40%, and irritability 20%. Less frequently described are agitation, obsessive-compulsive symptoms, anxiety, disinhibition, delusions, or aberrant motor behavior such as pacing. The cognitive changes in CBD include a unique combination of focal parietal and frontosubcortical deficits. Most patients with CBD develop ideomotor apraxia (inability to perform previously learned movements in the absence of weakness or sensory deficits). Frontal deficits may include psychomotor slowing, a dysexecutive syndrome, and impaired memory retrieval. Patients with CBD often have constructional and visuospatial difficulties, acalculia, elements of Gerstmann syndrome, and nonfluent aphasia. This may indicate a possible overlap with progressive nonfluent aphasia. The alien limb phenomenon (a “feeling that one limb is foreign or ‘has a will of its own,’ together with observable involuntary motor activity”) is a dramatic manifestation of CBD. In addition to CBD, several other disorders have been associated with the alien limb phenomenon: vascular insults (especially in the anterior cerebral artery territory), surgical lesions (corpus callosotomy or thalamotomy), tumors of the corpus callosum, Creutzfeldt-Jakob disease, and AD.

Patients with CBD may have hemispatial neglect or impaired proprioception, astereognosis, and agraphhesia in the setting of intact primary sensory modalities, indicating cortical sensory loss. Balint's syndrome—a visuospatial disorder with inability to integrate complex visual scenes (simultanagnosia), inability to accurately direct hand or other movements by visual guidance (optic ataxia), and reduced voluntary eye movements to visual stimuli (oculomotor apraxia)—may also be present. Alien limb sign and Balint's syndrome can co-occur.

**Neuropathological Findings**

There are no laboratory markers for CBD. A definitive diagnosis requires neuropathology. It is a “tauopathy,” diagnosed by the presence of intraneuronal tau-immunoreactive inclusions (CBD inclusions) in substantia nigra and cortical layer II. Astrocytic plaques and coiled bodies in oligodendroglia are characteristic. Ballooned achromatic cells are present in the involved cortex and subcortical regions. There are also cortical neuronal loss, gliosis of the frontoparietal and perirolandic cortices and caudate nuclei, as well as degeneration of the substantia nigra.

**Structural Imaging Studies**

Findings on magnetic resonance imaging (MRI) studies can support the clinical diagnosis of CBD. MRI typically reveals asymmetric atrophy involving the posterior frontal
and parietal regions, corresponding to the clinically notable asymmetry in motor deficits.\textsuperscript{4,5,18–20} However, a recent volumetric study did not find substantial asymmetry.\textsuperscript{21} A longitudinal case report has demonstrated the progressive nature of the atrophy on imaging.\textsuperscript{22} One study has reported a hyperintense appearance of the frontoparietal white matter on diffusion-weighted MRI.\textsuperscript{20} Atrophy of the basal ganglia is present less consistently.\textsuperscript{19,23} In lateral in the putamen have both been reported.\textsuperscript{5,20} Several studies have reported atrophy of the corpus callosum, predominantly in its mid-portion.\textsuperscript{21,24–26} In one study the degree of callosal atrophy was significantly correlated with measures of cognitive impairment.\textsuperscript{24} The authors noted that the middle predominance is consistent with degeneration in the posterior frontal and parietal cortices and thus may reflect both the severity and location of neuronal loss.

**Functional Imaging Studies**

In recent years, investigators have proposed functional imaging studies as diagnostic tests to help differentiate CBD from other pathologic entities. In the last 10 years, functional imaging studies in CBD have included positron emission tomography (PET), single-photon emission computed tomography (SPECT), functional magnetic resonance imaging (fMRI), and magnetic resonance spectroscopy (MRS). Although the CBD diagnoses were rarely pathologically proven, these studies used established diagnostic criteria. Some compared CBD patients with healthy control subjects, while others contrasted them with patients with other parkinsonian or dementing disorders.

In studies utilizing \textsuperscript{18}F-fluorodeoxyglucose (FDG) PET, regional cerebral metabolic rate (rCMR) was decreased most commonly in areas of frontal and parietal cortex as well as thalamus and basal ganglia (Figure 14–1).\textsuperscript{27–34} Although individual patients varied considerably in the exact location and extent of deficits, primary sensorimotor cortex may be particularly affected in CBD.\textsuperscript{30,32,34} Regional asymmetries were consistently found, with more severe hypometabolism contralateral to the more affected side of the body.\textsuperscript{24,27–34} However, some studies have reported symmetrical hypometabolism in the presence of asymmetrical clinical deficits or a reversed asymmetry in a few patients.\textsuperscript{27,29,32}

Two studies have compared FDG PET metabolic patterns between patients with PSP, those with CBD, and control subjects.\textsuperscript{27,32} Both used statistical parametric mapping, an image analysis technique that allows voxel by voxel comparison of groups of images after they are normalized to a standardized space. Images from the CBD groups were mirrored when necessary so that the most affected side was always the same in order to adjust for the characteristic asymmetry, thus allowing group-wise comparisons. Both studies found that metabolic asymmetry was present in most patients with CBD but not in patients with PSP. In one study, comparison between the CBD (n=12) and PSP (n=12) groups revealed a lower metabolism in the inferior parietal lobule, precuneus, and lateral occipital cortex of the more affected hemisphere in the CBD group and a lower metabolism in the anterior cingulate and medial frontal gyri of both hemispheres and the midbrain in the PSP group.\textsuperscript{27} In the other study, comparison between PSP (n=21) and CBD (n=22) groups indicated more metabolic impairment in sensorimotor, supplementary motor, and parietal cortices in the CBD group and lower metabolism in the midbrain, anterior cingulate, and orbitofrontal regions in the PSP group.\textsuperscript{32} These studies suggest that FDG PET may be useful in the differential diagnosis due to the more posterior cortical findings in CBD as compared to the more anterior cortical and midbrain findings in PSP.

Regional cerebral blood flow (rCBF) has been measured by SPECT in patients with CBD using several tracers including \textsuperscript{99m}Tc-hexamethylpropyleneamine oxime (HMPAO), \textsuperscript{99m}Tc-ethylcysteinate dimer, and N-isopropyl-p-[\textsuperscript{123}I]-iodoamphetamine. The most common findings have been marked perfusion asymmetry in the posterior frontal and parietal regions, with hypoperfusion contralateral to the most affected side.\textsuperscript{22,23,33–40} Other commonly affected areas are temporal cortex, basal ganglia, thalamus, and pontocerebellar regions.\textsuperscript{32,36–40} One study reported that CBD patients with dementia had significant reductions of relative rCBF in the inferior prefrontal region of the more affected hemisphere, compared to CBD patients without dementia.\textsuperscript{36} Another found widespread decreases in absolute rCBF in patients with CBD (n=13), compared with control subjects (n=10), indicating that use of relative measures may not be fully informative in this group.\textsuperscript{36}

Three studies have utilized SPECT to compare rCBF between patients with CBD and those with other parkinsonian or dementing disorders.\textsuperscript{37–39} All three measured predetermined regions of interest. Although most regions of interest were placed in roughly similar areas (frontal, parietal, temporal, and occipital cortices, basal ganglia, thalamus, and cerebellum) in both studies comparing patients with CBD and with PSP, the results were quite different. In a study measuring absolute rCBF, values did not differ significantly between PSP (n=12) and CBD (n=12).\textsuperscript{37} In a study measuring relative rCBF, values were significantly
lower in inferior frontal, sensorimotor, and posterior parietal cortices in patients with CBD (n = 6) compared with patients with PSP (n = 5). Technique differences as well as differences in patient samples (e.g., illness duration, clinical presentation, inclusion of cognitive deficits) may be reasons why these findings are not consistent. Both studies found significantly higher asymmetry indices in CBD, particularly in posterior frontal and parietal regions, similar to the differences in rCMR described previously. The third study found that rCBF was significantly lower in anterior cingulate cortex, sensorimotor cortex, basal ganglia, and thalamus in patients with CBD compared with patients with AD. In contrast, rCBF was significantly lower in posterior parietal cortex in patients with AD compared to patients with CBD.\(^35\) Patients with CBD also had significantly higher asymmetry indices in inferior prefrontal and sensorimotor cortices, whereas patients with AD had significantly higher asymmetry indices in lateral and medial prefrontal cortex and posterior parietal cortex.

Several methods have been used to image the dopamine system in CBD. Two studies utilized fluorodopa (FDOPA) PET to assess functional integrity of dopaminergic neurons in the striatum.\(^33\),\(^34\) Normally, uptake is uniform throughout caudate and putamen bilaterally. Both studies found that uptake was decreased in patients with CBD (total n = 10) compared with control subjects (total n = 18), particularly contralateral to the more affected side of the body (Figure 14–2). There was considerable variability in the distribution, with some individuals showing symmetrical decreases.\(^33\) Compared with patients with PD (n = 15), patients with CBD (n = 6) had reduced uptake (less decrease).\(^33\) A third study utilized \[^{123}\text{I}]-2β-carbomethoxy-3β-(iodophenyl)tropane (\[^{123}\text{I}]-β\text{-CIT}) SPECT, a cocaine derivative with high affinity for dopamine transporters and thus another marker of presynaptic dopaminergic neurons.\(^41\) Patients with MSA (n = 18), PSP (n = 8), PD (n = 48), and CBD (n = 4) were compared with control subjects (n = 14) and with each other. Overall β-CIT striatal binding was significantly reduced in all patient groups compared to control subjects, with the CBD group least affected. Asymmetry of striatal β-CIT binding was greatest in patients with CBD, but was found only in two of the four. The authors concluded that β-CIT SPECT was a reliable tool for visualizing presynaptic dopaminergic lesions in patients with MSA, PSP and CBD, however it was inferior to other imaging modalities in differentiating these disorders from PD. Another SPECT tracer that binds to the dopamine transporter is \[^{123}\text{I}]-[2\text{-}[(2\text{-}[[3\text{-}(4\text{-chlorophenyl})\text{-}8\text{-methyl}\text{-}8\text{-azabicyclo}[3.2.1]\text{oct-2-yl}]\text{methyl}]\text{2-mercaptoethyl}amino][ethy]amino][ethanethiolato(3-)\text{-}N_2N_2S_2S_2\text{]}\text{oxy}][1\text{-R}\text{-exo-exo}]-[^{99}\text{mTc}]\text{t}ro\text{dat}\text{A}-1). It has been used to compare striatal function in patients with CBD (n = 5) and idiopathic PD (n = 10) with that in control subjects (n = 10).\(^42\) As was found in previously discussed studies, striatal binding was significantly reduced in both patient groups compared with control subjects. In contrast to previous studies, there was no significant difference in striatal binding between the CBD and PD groups and both exhibited asymmetry. Regional analysis revealed that binding was reduced similarly in both caudate and putamen in the patients with CBD, whereas binding was relatively preserved in the caudate and decreased in the putamen in the PD patients. Postsynaptic dopaminergic D_2 receptors were measured in an individual with CBD utilizing \[^{123}\text{mTc}-\text{i}odobenzamide (IBZM) SPECT.\(^35\) Tracer uptake was severely reduced in the basal ganglia contralateral to the symptoms. Overall these studies indicate that the striatal dopaminergic system is impaired in CBD, but probably less severely than in other parkinsonian disorders.

One group has used MRI to probe cortical function in patients with CBD (total n = 8).\(^22\),\(^23\) Two finger opposition tasks of differing difficulty were used. In the simple task, each finger in order (starting with digit 2, the index finger) was touched to the thumb (digit 1). In the complex task a specified sequence was followed (1–2, 1–4, 1–3, 1–5). Activation of the contralateral sensorimotor, supplementary motor, and parietal cortex and of the ipsilateral prefrontal cortices occurred during the execution of the simple motor task with the unaffected hand. In contrast, decreased activation of the contralateral sensorimotor and parietal cortices and supplementary motor area occurred during performance of the same task with the affected hand (Figure 14–3). During performance of the complex motor task with the unaffected hand, there was bilateral activation of the sensorimotor and parietal cortices and activation of the contralateral frontal cortex. During performance of the same task with the affected hand, there was bilateral activation of the sensorimotor cortex and supplementary motor area, but only modest bilateral activation of the parietal cortex, particularly contralaterally (Figure 14–3). These results suggest parietal lobe dysfunction contralateral to the affected hand. The authors comment that the parietal lobe participates in the motor control of movements in the intrapersonal space. There are connections between the inferior parietal lobe and inferior premotor area (which may store elementary motor programs). Thus, parietal lobe dysfunction can disconnect the supplementary motor, premotor, and sensorimotor areas. The authors propose that MRI can provide evidence of asymmetrical disorganization of the hierarchical cortical motor program, before structural and even SPECT changes become evident.

MRS provides a relative measure of particular metabolites, most commonly presented as spectra of the amount
of signal produced by each from a volume of interest (voxel) rather than as images. Three studies have utilized proton ($^1$H) MRS to examine patients with CBD and related diseases (PSP, PD, MSA, vascular parkinsonism, primary progressive aphasia, frontotemporal dementia).\textsuperscript{43,44} With $^1$H MRS the metabolites of interest are N-acetylaspartate (NAA), choline, and creatine. NAA is present almost exclusively within neurons and indicates neuronal/axonal density. Choline is mostly present within membrane constituents and can be elevated both as a result of increased synthesis and destruction. Creatine is present alone and as part of phosphocreatinine, both of which are important for energy metabolism. While this peak is normal quite stable and commonly used as a reference standard, it does change in some conditions. The only region included in all 3 studies was the basal ganglia. Although the voxel placement varied, all reported either decreased NAA/creatine or decreased NAA/choline.\textsuperscript{43,44} Two studies found decreased NAA/creatine in frontal cortex.\textsuperscript{44,45} Other areas reported to be affected include the centrum semiovale, parietal cortex, and perisylvian cortex. The factors that differentiated CBD from other entities (e.g., PSP, MSA, frontotemporal dementia) were marked asymmetry and perhaps involvement of parietal cortex.

In summary, the most salient findings in these functional imaging studies are asymmetrical hyperperfusion on SPECT and asymmetrical hypometabolism on PET involving the parietofrontal cortex, basal ganglia, and thalamus. These findings suggest that multiple components of neural networks related to both movement execution and production of skilled movements are disturbed in CBD.\textsuperscript{32} The functional imaging results may confirm a clinical diagnosis of probable CBD and support the diagnosis in patients who do not fulfill sufficient clinical criteria.\textsuperscript{46} The few reports looking at CBD using IMRI and MRS appear to support the presence of hemispheric asymmetry early in the disease.

Conclusions

In conclusion, corticobasal degeneration is a neurodegenerative dementia with abnormal movements and local behavioral manifestations. The clinical diagnosis is difficult to make in the absence of pathological findings. Functional imaging studies may be very helpful in demonstrating asymmetrical abnormalities in frontoparietal regions, basal ganglia, and thalamus contralateral to clinical symptoms, particularly in the early stages.\textsuperscript{46} Future studies are needed to replicate present findings. Comparison with other patient groups, such as progressive supranuclear palsy and Parkinson's disease, will be particularly important. Although an uncommon form of dementia, CBD exemplifies the future possibilities of functional imaging in the clinical evaluation of dementing illnesses.
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Reviews the history, clinical, cognitive, imaging, and neuropsychological features of corticobasal degeneration, and presents the neuropsychological profile compared to Alzheimer’s disease.

Compared regional cerebral metabolism, measured using positron emission tomography, in several groups of patients with parkinsonian syndromes in order to identify defining characteristics for each to aid in differential diagnosis. The defining feature for corticobasal degeneration was asymmetrical activation, with relative hypometabolism in cortex and basal ganglia contralateral to the most affected side.

Reviews the epidemiology, clinical presentation, differential diagnosis, neuropathology, and symptom-directed treatment for corticobasal degeneration.
Presents an overview of the neuropathological diagnostic criteria for progressive supranuclear palsy and corticobasal degeneration, as well as a discussion of the pathological heterogeneity that can present diagnostic challenges.
A three-dimensional reconstruction of the white matter lesions (orange) and ventricles (yellow) of a young child with metachromatic leukodystrophy. It is surrounded by the two-dimensional axial magnetic resonance images from which it was created. Reprinted with permission from Minamikawa-Tachino et al.1
Metachromatic leukodystrophy (MLD) is a demyelinat-
ing genetic disorder in which neuropsychiatric abnormal-
ities, including psychotic features similar to those present
in schizophrenia, are prominent symptoms. Although rare,
it is a valuable model for the study of psychosis. MLD oc-
curs worldwide with an estimated frequency of 1 in
40,000, although several clusters of much higher frequency
have been identified. MLD is caused by an autosomal re-
cessive mutation on chromosome 22q, resulting in the
near-complete absence of the lysosomal enzyme arylsulfa-
tase A (ARS-A). More than 57 mutations of the ARS-A gene
have been identified, including 31 amino acid substitu-
tions, 1 nonsense mutation, 3 deletions, 3 splice donor site
mutations, and 1 combined missense-splice donor site muta-
tion. There is also an ARS-A pseudodeficiency, with a fre-
quency of around 16% in the general population. Patients
with this pseudodeficiency, who appear clinically healthy,
are thought to be compound heterozygotes for the deficient
allele and another allele coding for low enzyme activity.
MLD can be mimicked by genetically unrelated deficiency
of cerebroside sulfatase activator and multiple sulfatase
deficiency.

Metachromatic material (cerebroside sulfate) accumu-
lates in brain oligodendrocytes and microglia, peripheral
nerve Schwann cells, and kidneys, and it is excreted in
urine. The accumulation of this material leads to abnor-
mal myelin formation and myelin degeneration by un-
known pathophysiological mechanisms. Diagnosis of
MLD may be suspected when metachromatic granules are
found in conjunctival or sural nerve biopsy. Definitive di-
agnosis is made by finding metachromatic granules in
conjunctival or sural nerve biopsies.
FIGURE 15–2. Serial MRI in a middle-aged male patient with adult-onset MLD. Axial magnetic resonance (MR) images (top) of a male who developed difficulty with walking and coordination. After a full neurological work-up and brain biopsy, the patient was determined to have adult-onset MLD. Note the ventricular enlargement and hyperintense signal around the ventricles on T2 and spin density (SD) images, indicating white matter disease. Two years later, the patient developed psychiatric symptoms, including disinhibition, aggression, and depression. Follow-up MR images 4 years after onset (bottom) showed greatly enlarged ventricles and significant atrophy, consistent with the worsening of the patient’s symptoms, including gait instability and bowel/bladder incontinence.

FIGURE 15–3. Companion single-photon emission computed tomography (SPECT) images. SPECT acquired at the same time as the second set of magnetic resonance images (Figure 15–2, bottom) showed ventricular enlargement, significant atrophy, and decreased perfusion, especially in frontal lobe gray and white matter (arrows).
agnosis relies on the confirmation of low ARS-A activity in leukocytes or cultured fibroblasts. The clinical phenotype of MLD is divided into late infantile, juvenile, and adult-onset forms. The late infantile form, which is the most common, presents before age 2, with weakness, muscular hypotonia, and delayed motor and intellectual milestones. Death usually occurs before age 5 in a rigid, vegetative state. Juvenile MLD most commonly presents between 4 and 10 years of age. The distinction between juvenile and adult-onset MLD is arbitrarily set at age 16.

Both the juvenile and adult-onset forms are distinguished from late infantile MLD by slower progression, higher residual ARS-A activity, and a preponderance of neuropsychiatric abnormalities, including conduct disorder, nonverbal learning disability, alcohol or substance abuse, depression, and schizophrenia-like psychosis. Baumann et al. described two distinct clinical patterns of adult MLD. One presents with predominantly motor manifestations similar to those found in infantile cases. The other presents as a schizophrenia-like psychosis, with prominent negative signs (e.g., psychomotor slowing, apathy, apragmatism, poor judgment, and disorganized thinking). The cognitive profile resembles a subcortical dementia, including impaired verbal fluency, impaired memory retrieval, and executive dysfunction. Disinhibition, anosognosia, complex delusions, bizarre behavior, and auditory hallucinations may also occur. Extrapyramidal symptoms, including choreoathetosis and dystonia, seizures, and peripheral neuropathy rarely occur. Some variability is probably related to different mutations within the ARS-A gene. For example, adult MLD patients with primarily psychiatric manifestations may carry mutations in regions of the ARS-A gene that are distinct from the common P426L mutation found in most patients with motor signs. However, strict genotype-phenotype correlations do not apply in all cases, and genetic background probably modifies the clinical profile. Whatever the age at onset, progression is the rule. Motor signs can be absent until decades into the illness despite the characteristic white matter appearance on neuroimaging. The prominent behavioral disturbance and more subtle initial cognitive dysfunction combined with the lack of motor signs can make recognition of this degenerative dementia challenging. All cases eventually manifest dementia and spasticity.

It is unclear at this time whether the neuropsychiatric profile of adult MLD is a direct manifestation of low ARS-A activity or whether neuropsychiatric abnormalities, particularly psychosis, reflect disruption of brain white matter tracts. In favor of the low-ARS-A-activity-neuropsychiatric-phenotype model is the observation of increased psychopathology in some first-degree relatives of MLD patients. These individuals are presumably heterozygote carriers of one defective allele of the ARS-A gene. Subtle deficits in visuospatial perception, construction, stereognosis, and visual search tasks have been found in MLD heterozygotes.

### Structural Imaging

Computed tomography (CT) findings in MLD consist of confluent attenuation of signal from hemispheric white matter (Figure 15–1). This is particularly marked in frontal and parietal regions. Later signs include progressive cortical and subcortical atrophy and ventricular dilatation ex vacuo. White matter hypodensities on CT probably reflect myelin loss rather than pathological accumulation of cerebroside.

Magnetic resonance imaging (MRI) is more sensitive than CT for the detection of white matter lesions of the brain (Figure 15–2). MRI is particularly useful for the visualization of early lesions and involvement of posterior fossa structures (brainstem and cerebellum), and for evaluating the severity and extent of the disease. On T1 (inversion recovery)-weighted sequences, brain white matter has high signal, which reflects the presence of free water in the 150 nm spaces between the myelin lamellae. In contrast, brain white matter has low signal and cerebrospinal fluid (CSF) is hyperintense on T2-weighted sequences, which are more useful than T1 sequences for the detection of lesions of myelin. Fluid attenuated inversion recovery (FLAIR) sequences produce T2-weighted images with the additional advantage of suppressing the CSF signal, facilitating the distinction between white matter lesions and enlarged Virchow-Robin spaces and lacunes. Like other leukodystrophies, MLD is distinguished from the asymmetrical white matter changes of normal aging, small-vessel disease, and multiple sclerosis by relatively symmetrical and confluent involvement of the hemispheric white matter. Most cases show lack of enhancement after contrast agent administration, although Kim et al. reported linear enhancement of radial bands of intact perivascular myelin alternating with affected myelin in a tigroid or spotty pattern in 6 affected children, a pattern similar to Pelizaeus-Merzbacher leukodystrophy. Progressive demyelination is believed to spread anteriorly to posteriorly, although exceptions to this pattern may occur. Subcortical U-fibers are initially spared. MLD has the added distinction of early and extensive involvement of the corpus callosum, internal capsules, corticospinal tracts in the brainstem, and deep cerebellar white matter. Abnormal low signal in the thalami on T2-weighted images has also been reported. Despite these features, T2-weighted MRI alone cannot definitively distinguish MLD from other dysmyelinating leukodystrophies, such
as adrenoleukodystrophy and Krabbe's (globoid cell) leukodystrophy.\textsuperscript{14}

Diffusion-weighted MRI (DWI), which is sensitive to the mobility of water in tissue, may be more specific than standard T\textsubscript{2}-weighted MRI in distinguishing MLD from other leukodystrophies, although there are few studies at present.\textsuperscript{16,17} The apparent diffusion constant (ADC) was reduced in the deep white matter (indicating more restricted diffusion) of an infant with MLD on images acquired at 10 and 16 months of age. Restriction of diffusion in the diseased white matter was similar to the changes seen in cytotoxic edema.\textsuperscript{17} Reduced ADC within the corpus callosum and inner portions of the centrum semiovale was also found in a 4½-year-old child with MLD.\textsuperscript{16} The authors suggest that the accumulation of lysosomal membrane–bound sulfatides may restrict the movement of water in affected tissue.\textsuperscript{16} In addition, directionality of diffusion, which is normally high in white matter, was also very low. The authors suggest that this may result from the extremely restricted diffusion in the affected white matter. These results are in contrast to most other leukodystrophies examined in this study; in which the ADC was increased, indicating less restricted diffusion.

In late-onset MLD, where the clinical presentation may resemble a primary psychiatric disorder, MRI is particularly useful in indicating the presence of white matter disease; indeed, pathological involvement of white matter may be seen on MRI before the onset of typical clinical signs.\textsuperscript{1,2} MRI may, therefore, be a useful adjunct to biochemical screening for early disease detection in affected families.\textsuperscript{1,4} Serial MRI may be a useful adjunct to clinical neurobehavioral evaluation to document decrease or stabilization of white matter pathology following therapeutic bone marrow transplantation.\textsuperscript{18}

### Functional Imaging

Salmon et al. obtained positron emission tomography (PET) in a woman with enzymatically confirmed MLD who presented with cognitive changes in her mid-30s.\textsuperscript{9} In contrast to the subcortical involvement of white matter on CT and MRI, hypometabolism was observed bilaterally in the thalamus, medial frontal cortex, frontal poles, and occipital cortex. This pattern differed from the characteristic dorsolateral prefrontal, parietal, and posterior temporal association cortical hypometabolism in Alzheimer's dementia (AD). Tamagaki et al. reported a similar lack of correlation between T\textsubscript{2}-weighted MRI subcortical abnormalities and cortical hypoperfusion on single-photon emission computed tomography (SPECT) in a patient with adult-onset MLD who presented behavioral abnormalities, euphoria, personality changes, and dementia.\textsuperscript{19} Widespread functionally interconnected cortical regions may be disconnected by subcortical lesions. The clinical repercussions may resemble a primary cortical lesion (dielschisis) (Figure 15–3).

### A Model of Psychosis

Late-onset MLD has been proposed as a naturally occurring model of schizophrenia.\textsuperscript{2,20} The psychotic and cognitive features of late-onset MLD are extremely similar to those of schizophrenia. Both disorders are characterized by widespread anatomic disconnectivity and secondary functional disruption. The prominent executive dysfunction in both MLD and schizophrenia reflects extensive disruption of frontal-subcortical circuits, which subserve mood, motivation, behavioral regulation, planning, and judgment.\textsuperscript{21} Although abundant evidence suggests that schizophrenia is predominantly a disease of gray matter and MLD is a disease of white matter, there is evidence of neuronal dysfunction in MLD and white matter abnormalities in schizophrenia.\textsuperscript{22–24} Decreased fractional anisotropy in the inferior frontal white matter is inversely correlated with negative symptoms in schizophrenia.\textsuperscript{25} Furthermore, the anatomical distinction between cortical and subcortical disease is not corroborated by either clinical observation or functional imaging. A functional disturbance of neuronal metabolism and activity at a remote site after injury to an anatomically connected area of brain (dielschisis) is frequently found, and it may be the explanation for the SPECT observation of thalamic and widespread cortical hypoperfusion in the adult case of MLD, above.\textsuperscript{9,19}

Some patients with refractory schizophrenia have been shown to have ARS-A pseudodeficiency or intermediate ARS-A levels between normal and deficient.\textsuperscript{8} This supports the suggestion that accumulation of cerebrosidesulfate is toxic to the brain. However, these observations have not been consistently replicated, in part because of differing assay techniques, widely variable normal ARS-A levels, and poorly controlled case definition. Additionally, it has not been definitively established that ARS-A deficiency or pseudodeficiency is higher in the psychiatric population than in the general population.\textsuperscript{3,8,26,27} One interpretation of these discrepant results, based on in vitro studies, is that low-enzyme activity individuals may be at greater risk of neuropsychiatric disability if they are exposed to environmental or endogenous stressors such as ethanol consumption.\textsuperscript{8,11} An additional interpretation of these discrepant findings is that there may be a subgroup of patients with schizophrenia who have low ARS-A levels. These could be obscured by mean group comparisons.\textsuperscript{28}
Evidence for the importance of white matter pathology in both schizophrenia and MLD is compelling. It has been proposed that schizophrenia is characterized by a developmentally mediated abnormal connectivity (“dysconnectivity”) between the prefrontal and mesiotemporal cortex. In this model, subtle disorganization of cortical cytoarchitecture leads to disruption of neuronal circuits in widely distributed, functionally interrelated brain regions. Loss of the normally dense and reciprocal projections between the prefrontal and limbic cortex is supported by anatomical studies showing reversal of the normal positive correlation between the volumes of left prefrontal cortex, superior temporal cortex, and hippocampus in patients with schizophrenia. Functional imaging studies suggest that hypoactivation of prefrontal cortex is associated with dysregulation of mesiotemporal and ventral striatal regions, overactivity of limbic dopaminergic systems, and the “positive” manifestations of psychosis, namely, hallucinations and delusions. Secondary disruption of white matter tracts is suggested by the finding of reduced volume of the mid–corpus callosum, which conveys axonal projections between the temporal lobes.

Some diffusion tensor imaging studies in schizophrenic patients show lower diffusion anisotropy in the prefrontal white matter and in the splenium of the corpus callosum relative to healthy controls (but compare references 36–39). Disruption of white matter may be secondary to cortical neuronal dysfunction, or a primary deficit in myelin gene expression in oligodendroglia.

**Conclusion**

There are several parallels between MLD and schizophrenia that support the value of MLD as a model for psychosis. To date, it is not clear whether MLD resembles schizophrenia because of widespread cortical and subcortical disconnection in both diseases or whether specific brain sites must be involved to cause the clinical phenotype of schizophrenia, independent of pathology. What is needed are comparisons of the areas of anatomical overlap between MLD and schizophrenia to define the necessary common ground for clinical disease. Suzuki et al., using three-dimensional MRI in a group of patients with schizophrenia, reported significant white matter decrease in the anterior limbs of the internal capsules and superior occipitofrontal fasciculus. In contrast, Kim et al. described white matter changes in the posterior limb of the internal capsule in a group of seven children with infantile MLD. The anterior limbs were spared in all cases. The anterior limb of the internal capsule conveys reciprocal connections between the dorsomedian thalamus and the prefrontal cortex, while the posterior limb of the internal capsule conveys mostly corticospinal and corticobulbar motor fibers. The schizophreniform psychosis in adult MLD may reflect involvement of the thalamus in this condition, with secondary repercussions in the prefrontal cortex. Further careful anatomical and functional neuroimaging studies will be useful in defining the anatomical substrate for diverse neuropsychiatric disorders with overlapping clinical manifestations.
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Analyzed the neurological and psychiatric literature on a broad range of white matter diseases (developmental, neoplastic, infective, immunological) in order to identify those that can present as a schizophrenia-like psychosis. They discuss the nature, location, and timing of white matter pathology as key factors in the development of psychosis and the implications for schizophrenia.


Performed a histopathological study of the radially oriented hypointense stripes observed in the white matter on magnetic resonance imaging in some lysosomal storage diseases. They found that in metachromatic leukodystrophy these stripes correlate with perivascular regions containing spared myelin, macrophages, and lipid-containing glial cells.


Reports a case in which schizophrenia-like symptoms were the initial manifestation of metachromatic leukodystrophy in an 18-year-old female.


Provides an overview of the application of diffusion-weighted magnetic resonance imaging to lysosomal storage diseases, including metachromatic leukodystrophy.
Hum Mol Genet 2005; 14:1139–1152
Assessed the therapeutic potential of enzyme replacement therapy in a mouse model of metachromatic leukodystrophy. A series of four weekly injections were effective in reducing excess sulfatide storage in brain and spinal cord, suggesting that this approach may be worth pursuing as a therapeutic option.
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Companion axial fluid-attenuated inversion recovery (FLAIR) images (top left) and magnetization transfer ratio (MTR) images (top right) of progressive multifocal leukoencephalopathy (PML). A representative proton magnetic resonance spectrum (bottom left) is also shown.
FIGURE 16–1. The histological characteristics of PML include destruction of myelin (A, myelin-stained section of subcortical white matter), loss of oligodendrocytes (B, enlarged oligodendrocytes harboring intranuclear eosinophilic inclusion bodies, at arrow), and bizarre reactive astrocytes (C, transformed bizarre reactive astrocyte). Companion normal images are shown beneath each panel for comparison.

FIGURE 16–2. Companion magnetization transfer ratio (MTR, color) and FLAIR (grayscale) magnetic resonance images of PML (left set) and HIV–white matter lesions (right set). Although the areas of abnormality in the white matter look quite similar on the FLAIR images, they are clearly different on the MTR images. The MTR of the PML lesions is deeply decreased (green and blue areas in left set of images), consistent with the demyelinating nature of the disease. The lesions in HIV infection show very little decrease in MTR, as would be expected based on the less destructive nature of this pathology.

FIGURE 16–3. Illustrations of proton (1H) magnetic resonance spectra acquired from normal brain (white), a white matter lesion in a patient with pure HIV infection (red), and a PML lesion (green). Spectra have been scaled so that creatine (Cr) peaks are similar heights. Note that the N-acetylaspartate (NAA) peak is decreased in both HIV and PML.
The human immunodeficiency virus (HIV) and resulting acquired immune deficiency syndrome (AIDS) is a leading cause of death worldwide. A recent estimate from the United Nations Programme on HIV/AIDS indicates that 40 million people worldwide have HIV/AIDS.1 The advent of highly active antiretroviral therapy (HAART) has certainly increased survival. However, central nervous system (CNS) disorders remain a significant cause of morbidity and mortality in HIV/AIDS-infected patients. Current statistics indicate that 39%–70% of all AIDS patients develop neurological disorders, and these are the initial manifestations of AIDS in 7%–20%.2 A large retrospective study of 450 AIDS autopsy cases (1984–1999) found that the brain continues to be second only to lung in pathology, with 28%–38% of cases having CNS findings.3 Commonly occurring conditions include toxoplasma encephalitis, cryptococcal meningitis, primary CNS lymphoma, HIV-associated dementia, progressive multifocal leukoencephalopathy (PML), and other viral and opportunistic infections. Most authors agree that only some conditions depend on the areas demyelinated; however, common complaints are present.4 Weakness, disturbances of speech, cognitive abnormalities, headaches, gait disorders, seizures, sensory loss, and visual impairments (field loss, diplopia) are reported. Limb weakness was estimated in more than 50% of cases; cognitive and gait disorders in 25%–33%; seizures in 10%. HIV-associated dementia and other CNS disorders can certainly have similar presentations. It is therefore necessary to quickly identify this rapidly fatal disease in the least possibly invasive way. Recent improvements in cerebrospinal fluid (CSF) testing and newer imaging techniques are replacing the older biopsy method.

**Pathology**

Recent laboratory findings culminated in a proposed cycle for the development and progression of PML.10,11 The virus has an icosahedral capsid covering a double-stranded DNA, which can be divided into three regions: early and late coding regions and a regulatory (noncoding) region. JCV DNA is present in the peripheral blood lymphocytes in more than 95% of PML cases. Activated B cells cross the blood–brain barrier. Immunohistochemical staining of tissue samples indicates that JCV is predominantly found in the oligodendrocytes, while HIV-1 is primarily found in the microglia, monocytes, and astrocytes.10-12 Controversy remains as to whether or not glia can be a latent site for harboring. Once the virus is inside the CNS, replication begins in the glial cells. Recent theory, greatly simplified, is that the HIV-infected cells produce Tat, a transregulatory protein.10,11 Tat is released from its host cell and taken up by the neighboring oligodendrocytes. Tat then induces the JCV promoter. Thus, JCV replication is increased. Host cells are lysed, and the cycle continues. Additionally, Tat induces the production of several cytotoxic proteins, including tumor necrosis factor, interleukin-1, and transforming growth factor β, that not only destroy neighboring cells but also stimulate further viral production.

Classic histological examination indicates extensive demyelinated plaques, oligodendrocytes with eosinophilic intranuclear JCV inclusions, and atypical hypertrophic astrocytes (Figure 16–1).10,11 Less commonly, microglial nodules, perivascular lymphocytic cuffing, and cavity formation are found. Mossakowski and Zelman1 autopsied 20 cases of PML. They found that PML was coexistent with other opportunistic AIDS-related brain diseases in 14 of the 20 cases. They divided the results into early, atypical, and late forms. The early form had multiple scattered foci, commonly near the corticosubcortical junctions or deep white matter. The oligodendrocytes were consistently abnormal, with the classic enlarged metachromatic nuclei. The astrocytes were mildly enlarged. The atypical form was
more unilateral, with the classic findings in the glia. The late, severe group had much more demyelination, with bilateral, asymmetric lesions in the cerebrum and, less commonly, the brainstem and cerebellum. The glia were very abnormal, with JCV virions within the oligodendrocytes, hypertrophic astrocytes, cavitory lesions, and macrophage/lymphocytic invasion. The authors also noted that in their experience, PML destruction is more severe in AIDS than in other immunocompromising diseases, citing a synergy with the HIV virus itself.

**Diagnostic Advances**

Definitive diagnosis of PML can be made only by brain biopsy. However, this is invasive and can have associated with it occasional morbidity (hemorrhage or infection within 30 days), rare mortality, or lesion of brain circuitry. In a recent review of brain biopsies of 435 patients (47 local and 388 by literature review), Skolasky et al. determined that biopsies have an 88% definitive diagnostic yield. However, morbidity and mortality were high and varied from site to site. Morbidity ranged from 3.3% to 30.8% (average 8.4%); mortality ranged from 0% to 5.3% (average 2.9%). In this survey, 25% of patients were diagnosed with PML. Currently, noninvasive techniques are increasing. Radiologic imaging and CSF analysis are emerging as potential tools to replace biopsy in many cases.

**Magnetic Resonance Imaging**

Both PML and HIV encephalopathy are associated with nonenhancing lesions in the cerebral white matter that show little or no mass effect and are hyperintense on T2-weighted and fluid-attenuated inversion recovery (FLAIR) magnetic resonance (MR) images. However, PML can be differentiated from HIV encephalopathy because the PML lesions are commonly hypointense on T2-weighted MR images, while in pure HIV infection, lesions are iso-intense. Serial imaging indicates the PML lesions become more hypointense as the disease progresses; markedly low signal intensity may indicate particularly aggressive infection. In addition, PML lesions are focal and, if bilateral, they are asymmetric. They are located predominantly in the subcortical white matter just below the cortical ribbon, involve the arcuate (U) fibers (although brainstem and cerebellar lesions are also found), and present little or no atrophy. In contrast, white matter lesions in HIV encephalopathy are diffuse and symmetric and do not involve the arcuate fibers. In addition, both cortical and subcortical (particularly caudate) atrophy are common.

A new type of MR imaging, magnetization transfer (MT) imaging, appears to be much more sensitive than standard MR imaging to the demyelinating process that occurs in PML. MT imaging is based on the cross-relaxation between protons that are essentially immobile because they are bound to tissue (“solid-like” pool) and free protons (“liquid-like” pool), and thus it provides different information than is available from standard clinical MR images. Most of the signal used to create any MR image comes from the free pool of protons. For MT imaging, specially designed saturation pulses are included in the imaging sequence to alter the magnetization of the bound protons. This in turn causes a decrease in the signal coming from the free protons and thus changes the signal intensity on the resulting MR image. Most commonly, this is expressed as the change in signal intensity relative to the normal MR image (magnetization transfer ratio, MTR, usually expressed as a percentage). The decrease in signal in the saturated image is large for complex tissues (gray matter, white matter) and small for areas that are mostly fluid (CSF, blood). The MTR is greater for white matter than for gray matter because of the high membrane content. MT imaging is sensitive to any process that disrupts the structural integrity of tissue, particularly the myelin sheath and axon.

Two studies have shown that MT imaging can distinguish the demyelinating lesions of PML from both the diffuse lesions of HIV encephalopathy and nonspecific white matter lesions that may be present (Figure 16–2, left and right). There were differences between the two studies in both methodology and patient selection. In one study, the pure HIV group all had cognitive deficits, while in the other, none did. Nevertheless, the MT imaging results were similar. Both found the average MTR for normal white matter to be 47%–48%. Both found the MTR of PML lesions to be profoundly decreased (average MTR 22%–26%). White matter lesions related purely to HIV, with or without accompanying cognitive deficits, had mildly reduced MTR (average MTR 38%–40%). These results indicate that MT imaging has the potential to distinguish the destructive demyelinating lesions of PML from the edematous lesions of HIV. Thus, it shows promise for differential diagnosis, prognosis, or monitoring of therapy by serial assessment.

**Magnetic Resonance Spectroscopy**

Proton (1H) MR spectroscopy provides measures of several neurochemicals related to neuronal viability. Signal is present from N-acetylaspartate (NAA, located primarily in neurons, a marker for neuron and axon viability), choline (Cho, principally phosphatidyl choline, a membrane constituent), and creatine (Cr, used as an internal standard because its level is usually stable). An additional peak may be present from lactate (Lac, metabolite associ-
ated with inflammation or neuronal mitochondrial dysfunction and related to activated anaerobic glycolytic metabolism. If a short echo-time acquisition is used, it is possible to observe myo-inositol (MI, putative glial marker). The absolute amount of signal in each spectral peak is highly dependent on the acquisition parameters, so for comparison purposes the signals of interest (NAA, Cho) are commonly expressed relative to Cr. It is also possible to measure absolute metabolite concentrations, but the acquisition is more complex. The Cho/Cr peak reflects membrane metabolism and has been found to be elevated both during degradation (demyelination) and rapid synthesis. The NAA/Cr peak reflects neuronal and axonal density. Studies vary considerably in design and methodology, including differences in how spectra are acquired, what part of brain (lesion or normal appearing) was examined, and the types of spectral comparisons done. Nevertheless, the results are in reasonable agreement across studies.

In early HIV, when clinical symptoms are absent or mild, NAA/Cr is unchanged (92%–98% of normal value).24–26 In late-stage HIV, when clinical symptoms are severe, NAA/Cr decreases (62%–84% of normal value).24–28 Decreased NAA/Cr is found both in lesions and in normal-appearing brain.24–30 These results are compatible with pathological findings that neuronal loss (which should result in a decrease in NAA/Cr) occurs in the late stage of HIV.31 It is possible that in some cases decreased NAA/Cr indicates neuronal dysfunction rather than destruction. A return to normal levels was found concomitant with resolution of clinical symptoms following treatment with zidovudine in one study.32 In contrast, Cho/Cr elevations were similar within studies in the presence and absence of symptoms and in the presence or absence of lesions on diagnostic images, although the size of the increase varied across studies.24–26 This elevation may reflect an increase in membrane density due to glial changes and/or inflammatory cells.24 These results suggest that the Cho peak of the spectrum may indicate the presence of subclinical HIV. MI and MI/Cr of normal-appearing white matter are also elevated in early HIV, but higher elevations are correlated with more severe clinical symptoms.30 Thus increased MI may also indicate subclinical HIV, perhaps reflecting glial activation in response to inflammation.

Only a few studies have included patients with PML.28,33,34 Both groups reporting on PML patients have found substantial decreases in NAA, whether measured in relation to Cr, to the contralateral NAA value, or by absolute quantification. This decrease is consistent with the destructive nature of the PML infection. Both groups have also found Cho to be elevated, perhaps reflecting myelin destruction. Lac was present in 75% of spectra, also consistent with the severe nature of PML.28,34 Both increases and decreases in MI were found in the one study that measured it.33 Interestingly, the study that used absolute quantification found that Cr was decreased.34 If this is a general finding, it will require reevaluation of studies in which ratios were used.

Only one study has directly compared spectral changes in pure HIV with those in PML (Figure 16–3).28 The results suggest that this technique may be helpful in differentiating PML from other entities. PML lesions had a more profound decrease in NAA than those associated with HIV encephalopathy, whereas lesions in HIV encephalopathy had a more consistent increase in Cho. In addition, PML lesions had an increased Lac peak.

**CSF Analysis**

JCV can be detected by polymerase chain reaction (PCR) testing of the CSF.35 A recent review summarized the sensitivity as 90%–100%, with a specificity of 92%–100%.9 However, other reports indicate that sensitivity may be lower in some circumstances.8,23,28 PCR testing for JCV has potential as a prognostic tool because lower survival correlates with higher levels of JCV in the CSF.9,36,37 Patients with a JCV load <4.7 log (log copies per mL of CSF) survived much longer than those with log >4.7 at time of diagnosis.36,37 In one report, JCV load did not correlate with lesion load as measured from T2-weighted MR images.37 In this study of 12 patients, the volume of lesions did not correlate with JCV load even when CD4 count, treatment with HAART, plasma HIV load, age, and location of lesions were controlled for. Three of the 12 patients had more than one viral load measured. Two of the three had longitudinal correlation of viral load with lesion volume, and the third was inverse. The authors recommend further longitudinal examinations in larger patient groups for any correlations with lesion volume to be found. It might also be interesting to quantify lesion load by using MT imaging.

**Conclusion**

As newer imaging techniques and CSF testing become the mainstay of PML identification, it will be important for treatment to improve also. In some cases, HAART alone has been effective treatment for PML. However, Miralles et al.38 report that approximately one-third of patients die despite treatment and improved CD4 cell counts (>200 cells/mm3). Additionally, PML can develop following initiation of HAART, with a paradoxical worsening of inflammatory changes that are not typical for untreated PML.39,40 It has been suggested that improved immune system func-
tion may be important in activating latent infection. In these cases, at least, adjunct therapy is required. Cidofovir, an antiviral agent, has shown some promise in this regard. Serial assessment with some combination of MT imaging, MR spectroscopy, and CSF testing may provide a more rapid and reliable tailoring of individual therapy, thus affecting management and prognosis. It is very likely, too, that MT imaging and MR spectroscopy will provide similarly important insights into other demyelinating conditions.
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Identification of HIV-Associated Progressive Multifocal Leukoencephalopathy


Recent Publications of Interest

Summarizes the recent evidence that administration of natalizumab (a monoclonal antibody that blocks inflammatory cell entry into the brain) increases the risk of developing progressive multifocal leukoencephalopathy and discusses the possible mechanisms of action.

Provides an overview of the clinical course and clinical management of progressive multifocal leukoencephalopathy.

Presents a case in which diffusion tensor magnetic resonance imaging was able to visualize white matter pathology prior to conventional magnetic resonance imaging, suggesting that this imaging approach could potentially be used to guide and monitor treatment.

Reviews the epidemiology, clinical presentation, immunologic, treatment, and pathology of progressive multifocal leukoencephalopathy.

Compares magnetic resonance imaging, magnetic resonance spectroscopy, and immunologic and virologic results between patients who survived progressive multifocal leukoencephalopathy and those who did not. In the acute stage, lesions in patients who would survive had a much higher ratio of myo-inositol (a presumed glial marker) to creatine than lesions in those who would not survive, suggesting that inflammation limits disease progression.

Axial SPECT (left) and PET (top right) images contrast regional changes in prion disease variants. While frontal cortex is abnormal in both images, the image on the left shows marked hypoperfusion in occipital cortex, while the one on the right shows hypometabolism in cingulate cortex and thalamus (indicated by arrows). The approximate axial section is illustrated (bottom right).
The transmissible spongiform encephalopathies (TSEs) are invariably fatal rare neurodegenerative diseases. The most accepted theory is that TSEs are caused by abnormal forms of a naturally occurring glycoprotein. These proteinaceous infectious agents (or prions) are altered forms (PrP\textsubscript{TSE}) of the normal cellular prion protein (PrP\textsubscript{C}). Both isoforms have the same primary sequence, but their three-dimensional conformations are quite different (PrP\textsubscript{C} has 3% β-sheets, whereas PrP\textsubscript{TSE} has 43%), as are their biochemical and biophysical properties. In particular, the PrP\textsubscript{TSE} form is extremely resistant to inactivation by methods ranging from chemical (such as formalin) to heat (including autoclaving) to radiation (both ionizing and ultraviolet). According to the prion shear theory, infection spreads as a result of PrP\textsubscript{TSE}-induced unfolding and refolding of the normal PrP\textsubscript{C} into the infectious form. Chaperone proteins may also play a role. There are a number of different PrP\textsubscript{TSE} strains with distinctly different clinical and pathological phenotypes. This has been difficult to reconcile with the protein-only prion hypothesis, but may relate to differences in three-dimensional conformation. The sporadic form of Creutzfeldt-Jakob disease (sCJD), for instance, has at least six major variations based on a combination of different forms of the protease-resistant core of PrP\textsubscript{TSE} (type 1 and type 2) and the geno-
type at codon 129 of the PrP gene (homozygous or heterozygous for methionine or valine). These strains vary along many dimensions, including average age at onset, disease duration, constellation of clinical symptoms, neuropathological characteristics, presence of electroencephalographic (EEG) abnormality, diagnostic imaging appearance, and cerebrospinal fluid (CSF) findings. The TSEs are caused by spontaneous conversion of PrPC to PrP TSE (sporadic form), by inherited germ-line mutation (genetic or familial form), and by inoculation (iatrogenic or dietary forms). Sporadic cases (unknown etiology) are the most common (>85%), followed by familial cases (12%–14%); iatrogenic cases are least common. Many different mutations in the PrP gene (PRNP) have been identified. The predominant forms in humans are Creutzfeldt-Jakob disease (CJD), Gerstmann-Sträussler-Scheinker syndrome (GSS), fatal insomnia (FI), kuru, and new variant Creutzfeldt-Jakob disease (vCJD). Familial GSS is associated with codon 102, 105, 117, 198, and 217 mutations. The familial form of CJD (fCJD) is associated with codon 53, 178, and 200 mutations. The familial form of FI (fFI) is also associated with mutation at codon 178. In addition, the genotype at codon 129 of the PrP gene (homozygous or heterozygous for methionine or valine) drastically affects disease course. Individuals with the codon 178 mutation who are homozygous for valine express fFI, while those who are heterozygous or homozygous for methionine express fFI. Patients heterozygous at codon 129 have a slower disease progression (21±15 months) than those who are homozygous for methionine (12±4 months).

There is much debate in the medical literature about the existence of some variants of the disease, the true epidemiology, and transmissibility of the infectious agent from one species to another. Scrapie has been recognized in sheep from the 1700s onward. A few cases of what would now be considered human TSE were reported in the 1920s and 1930s. The discovery in the 1950s of kuru, with its clinical similarities to scrapie, resulted in a wider recognition of the human forms of TSE. The emergence of bovine spongiform encephalopathy (BSE) in cattle in Great Britain in the 1980s heightened awareness of the TSEs and created concern about the potential for transmission to humans. The identification of vCJD in humans has spurred a resurgence of both concern and research. A PubMed search of TSEs in humans produced 3,636 articles in English; 464 of these were written since January 2001. Currently, many nations have “surveillance units” to follow any suspected cases and to monitor for potential outbreaks.

The worldwide incidence of these rare diseases is estimated as one case per million population. Iatrogenic cases have been described in patients receiving cadaver pituitary growth hormone extracts (cadaver extracts are now illegal in most countries, replaced by synthetic growth hormone), insertion of EEG depth electrodes, and corneal and dura mater transplants from persons later found to have infection. Sporadic cases generally occur in the elderly (sixth to seventh decade); the transplant and new variant cases occur in younger adults. Incubation time can be years, with death rapidly occurring once symptoms begin (generally within 9 months of symptom onset). Although prion diseases are rare, the differential diagnosis includes common conditions such as Alzheimer’s disease and vascular dementia. They serve as examples of the importance of newer imaging techniques and diagnostic testing in clinical neuropsychiatry. Additionally, the public health implications of a missed identification of a patient with prion disease are troublesome.

**Clinical Features**

As noted earlier, prion diseases are fatal encephalopathies. The clinical features vary according to the individual diagnosis, and many patients exhibit variations of a central theme according to the form of protein mutation. However, common clinical characteristics exist. An excellent clinical review can be found in the monograph series by Knight and Collins. The following brief overview of this summary can be helpful as an initial framework for study or patient screening in suspected cases.

A diagnostic progression has been developed for CJD in which the diagnosis is definite (confirmed by biopsy or autopsy), probable, or possible. The probable cases are approximately 95% certain for sporadic CJD, with clinical and EEG or CSF markers. The possibles have less specific clinical and diagnostic findings. The hallmark features of sCJD include a rapidly progressive dementia with visual/cerebellar features (including ataxia), myoclonus, pyramidal/extrapyramidal features, and progression to akinetic mutism. Other vague markers include initial depression, insomnia, or headaches. The variant form has a slower progression and is reported to have unexplained pain and more psychiatric findings (including delusions, hallucinations, agitation, anxiety, and depression), with less akinetic mutism. Positive EEG and CSF findings are less likely.

GSS symptoms include a pancerebellar dysfunction with dementia, akinetic mutism, and occasionally aggression or emotional lability. Classic EEG findings are present in some cases. FI has a progressive loss of the normal sleep–wake cycle with eventual inability to attain normal sleep. The patients have hallucinations, parasomnias, and...
severe sympathetic overactivity (including salivation, rhinorrhea, hyperthermia, tachycardia, and hypertension). Hormonal abnormalities include increased serum cortisol and decreased melatonin or thyrotropin. Abnormal cycles of other hormones, including prolactin and the gonadal hormones, occur. Eventual cerebellar dysfunction, myoclonus, altered respirations, dementia, coma, and death ensue. Polysomnographic testing demonstrates lack of stage 2 and non-REM sleep and only brief REM sleep episodes (often associated with oniric behavior). Classic EEG and CSF findings are not present. Kuru has a prominent cerebellar dysfunction with initial ataxia and eventual loss of all voluntary muscle control, gross tremors, movements similar to shivering, euphoria, and late-onset cognitive decline and emotional lability. 

**Diagnostic Testing**

To date, limited medical testing is available to support a proposed diagnosis of TSE. 

Periodic sharp and slow wave complexes (PSWCs) are frequently found on EEGs but may not be present in the early or late stages of the disease. They are not pathognomonic, as they have been reported in many conditions, including Alzheimer’s disease. Serial EEGs are recommended in order to have the best chance for demonstration of PSWCs. Test sensitivity is 30%–100%, and eventual identification of the complexes occurs in approximately two-thirds of sCJD cases. Variant CJD and FI patients do not generally have PSWCs.

Routine CSF studies are normal in prion diseases. The TSEs are unusual in that the immune system is not activated by the infection. Two CSF neuronal proteins (neuron-specific enolase [NSE] and S-100) have been found commonly in patients with prion diseases. However, recent comparisons to another marker, 14–3–3, have established it as being more reliable. 14–3–3 has a sensitivity of 89%–93% and a specificity of 93%–100% for sCJD. Several conditions may give false positives, including herpes encephalitis, multiple sclerosis, and cerebral infarction, but they can be eliminated by other diagnostic tests. Although 14–3–3 results are helpful, particularly in cases that do not show all of the classic clinical symptoms, definitive confirmation of the diagnosis requires neuropathological demonstration of the characteristic spongiform changes (Figure 17–1).

Computed tomography (CT) is used as a screening tool to rule out other illnesses with similar initial presentations. Magnetic resonance (MR) imaging is becoming increasingly useful in the diagnosis of TSEs. A recent large study assessed the presence of high signal intensity within the basal ganglia on T2-weighted MR imaging in patients with sCJD and those with non-CJD-related dementia. This appearance was found in 67% (109/162) of patients with sCJD but only 7% (4/58) of patients with dementia due to another cause. A similar frequency was found in a previous review of case reports of sCJD with extrapyramidal signs, while an earlier study found increased signal intensity within the basal ganglia in 79% (23/29) of CJD patients. Thus the presence of high signal intensity within the basal ganglia has reasonable sensitivity and high specificity for diagnosis of sCJD. High signal intensity may also be found in the thalamus (particularly in vCJD) and within the cortical ribbon (Figure 17–1). Several studies indicate that a variation on T2-weighted MR in which the high signal intensity from CSF is removed (fluid attenuated inversion recovery [FLAIR]) is even more sensitive to these changes (Figure 17–1). Neuropathological studies indicate that this appearance is associated with gliosis more than spongiform changes. Thus T2-weighted and FLAIR MR imaging would be expected to be most sensitive to TSEs in the later stages of disease progression.

A new type of MR imaging, diffusion-weighted (DW) MR imaging, may provide a way to image changes much earlier in disease progression. Several studies have shown that high signal intensity areas (indicating restricted diffusion) are present on DW MR images prior to the appearance of abnormality on other MR imaging methods (Figure 17–1). In one study they were present even before the appearance of PSWCs in the EEG or increased protein 14–3–3 in the CSF. DW MR imaging shows promise both for the early diagnosis of TSEs and for monitoring of disease progression.

Functional brain imaging (positron emission tomography [PET], single-photon emission computed tomography [SPECT]) also appears to be quite sensitive to the changes that occur early in the TSEs. Several studies have shown functional decreases (in blood flow or metabolic rate) prior to development of clear abnormalities on structural imaging, EEG, and/or level of 14–3–3 in CSF. The pattern of abnormalities may be relatively specific to the TSE clinical variant. In sCJD hypoperfusion/hypome-
tabolism primarily in frontal and temporoparietal cortices early in the disease progresses to global decreases by later stages. Benzodiazepine receptor binding (as measured with 123I-iomazenil SPECT) is also severely decreased, suggesting widespread neuronal degeneration. In iatrogenic CJD (iCJD) cerebellar clinical signs are common. Cerebellar hypoperfusion has been shown early in disease progression. In sCJD-Heidenhain variant, which is characterized by visual disturbances (including isolated homonymous hemianopsia), hypometabolism/hyoperfusion is found in occipital cortex (Figure 17–2). Two cases have been reported in which the disease appeared normal by other techniques. In a case of CJD the cortex was decreased in brain regions that still appeared normal by other techniques. In iatrogenic CJD (iCJD) cerebellar clinical signs are common. Cerebellar hypoperfusion has been shown early in disease progression. Additionally, one in vitro study suggests that chlorpromazine and quinacrine (an antimalarial agent) reduce the conversion of PrPC to PrP TSE and may enhance clearance of the abnormal form, perhaps in part by blocking transport across the plasma membrane.

**Conclusion**

Diagnosis of the transmissible spongiform encephalopathies is challenging because there is a wide range of potential presentations, many of which do not fulfill the most widely used criteria, and there is no definitive imaging or laboratory finding. Thus it is likely that TSEs are underreported. Both diffusion-weighted magnetic resonance and functional imaging show promise for early differential diagnosis. They may also be useful in improving targeting of brain biopsy sites. Other tests also show some promise, such as tonsillar biopsy for new variant Creutzfeldt-Jakob disease and peripheral blood immunoassays for PrP TSE.
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Provides a comprehensive review of experimental approaches to therapeutics for prion diseases.
Reviews the epidemiology of prion diseases, with particular emphasis on vCJD, the pathogenesis of the transmissible spongiform encephalopathies, and potential therapeutic strategies.

Provides a broad-based discussion of the transmissible spongiform encephalopathies, including description, diagnosis, genetics, incidence, pathogenic mechanisms, and possible approaches to prevention and therapy.

Reviews the factors that have been linked to particular disease subtypes, particularly polymorphism at codon 129 in the prion protein and multiple isoforms of the prion protein.

Successfully induced neurologic dysfunction and neuropathological changes in mice consistent with prion disease utilizing a synthetic prion, providing strong evidence that prions are infectious proteins.
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APPLICATIONS OF FUNCTIONAL IMAGING TO CARBON MONOXIDE POISONING
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Three-dimensional surface rendering of the brain (pink), ventricular system (blue), and hippocampus (yellow) of a normal subject (top) and of a patient 1 year following carbon monoxide exposure (bottom). Note the ventricular enlargement and atrophy of the hippocampus in the patient.
The functional anatomy of the brain, especially of the subcortical structures, is one of the least understood areas in medical science. Although there has been much debate over the years regarding the need for clinical imaging of patients with psychiatric symptoms, much of our understanding of functional anatomy is derived from study of patients whose brains have been damaged by injury or illness. This approach has been more fruitful in illuminating the functions of cortical areas rather than subcortical. The limited functional information regarding subcortical nuclei is due to the relatively small size of most subcortical nuclei and the density of adjacent tracts. Most injuries affect more than one subcortical structure. The exceptions to this are the disease and injury processes that target very specific brain areas.

Carbon monoxide (CO) poisoning, with its traditional symptom clusters and classic predilection for the basal ganglia and subcortical white matter, provides insight into the functional anatomy of this complex area. Patients who survive the initial CO poisoning provide a population in which imaging findings can be studied in relation to clinical symptoms. This is particularly valuable in view of the continuing controversy over the significance of small areas of abnormality on images, particularly areas of hyperintense signal on T2-weighted magnetic resonance (MR) images (see Figure 18–1).

Carbon monoxide is a colorless, odorless gas produced as a by-product of combustion. Poisoning usually occurs
Applications of Functional Imaging to Carbon Monoxide Poisoning

from exposure to automobile engine exhaust, cigarette smoking, furnaces, or other unvented gas exhausts. Carbon monoxide is the major cause of poisoning deaths (accidental and deliberate) in the United States and Europe, with more cases occurring during the winter months.\(^1\)\(^2\) Although estimates vary, in the United States 2,000–6,000 deaths and 40,000 emergency room visits occur each year from CO poisoning.\(^1\)

As with most types of poisoning, outcome depends on the length and intensity of exposure. Commonly, initial symptoms include severe headache, nausea, weakness, confusion, arrhythmias, metabolic acidosis, coma, or death.\(^3\)\(^4\) If the patient survives the initial insult, 2%–40% will develop a delayed or interval CO encephalopathy 2–40 days later. The most commonly reported sequelae include parkinsonism; dystonias or other motor impairments; cognitive or executive function deficits; akinetic mutism; mood disorders (including depression, anxiety, and emotional lability); memory deficits; and personality changes.\(^5\)\(^–\)\(^8\)

Recovery varies; most patients achieve at least partial recovery within 6–12 months. However, studies examining neuropsychological functioning have been limited.\(^1\)\(^7\)\(^8\) Recent studies using more detailed neuropsychological assessment indicate that subtle but significant decrements in cognitive performance may be common even years after recovery from the major symptoms.\(^1\)\(^7\)

Thus, while these individuals may appear normal and may have returned to independent living, some are functioning at a clearly diminished level. One study reported a significant correlation between neuropsychological impairments and abnormalities in cerebral perfusion, clinical MR, and/or brain volumetric measures (see images at opening to this chapter and Figure 18–2).\(^1\) Prospective studies from the same group suggest that specific atrophic changes in white matter structures may correlate with some cognitive impairments at 6 months post–CO exposure.\(^9\)\(^10\)

Clinicians generally have examined carboxyhemoglobin (COHb) levels for guidance on acute treatment and for prediction of long-term deficits. Recent work has shown that COHb levels do not correlate with clinical symptoms but can be helpful in guiding initial emergent care (i.e., the need for hyperbaric oxygen versus 100% oxygen at ambient pressure).\(^2\)\(^4\)

For a fuller appreciation of the imaging findings in CO poisoning, a brief review of pathophysiology is helpful.\(^1\)\(^1\) Carbon monoxide poisoning causes profound tissue hypoxia by both direct and indirect mechanisms. It competitively binds to hemoglobin, replacing oxygen, forming COHb. Although CO binds more slowly than oxygen, the binding is estimated to be more than 200 times stronger. As CO replaces oxygen on hemoglobin, less oxygen is available for transport to tissue. The bound CO also increases the stability of the oxyhemoglobin complex (shifts the oxygen dissociation curve to the left), allowing the hemoglobin to release less of the bound oxygen it carries to tissues. In addition, the stability of the COHb complex results in CO remaining bound to hemoglobin, reducing the

FIGURE 18–3. Simulated proton magnetic resonance spectrum (red) showing the changes that have been seen in the subcortical white matter following carbon monoxide poisoning. A simulated spectrum from white matter of a normal control subject (white) is provided to facilitate comparison. There is an increase in the choline and a decrease in the N-acetylaspartate peaks when compared with the control spectra.
amount of hemoglobin that is free to pick up carbon dioxide (CO₂) from tissue. As a result, the CO₂ concentration of the blood is lowered. The low blood CO₂ decreases the direct stimulation of the respiratory centers and thus lowers the respiratory rate. Although delivery of oxygen to tissue is low, the carotid sinus is not stimulated, since the oxygen partial pressure in the blood is normal. Carbon monoxide also combines with cytochromes and myoglobin. It inhibits cellular actions such as mitochondrial metabolism and promotes production of free radicals. It may be the combination of these mechanisms that leads to the brain injury from CO poisoning.

The brain and heart are particularly vulnerable to the destructive forces of this poison. The myocardium binds CO more strongly than skeletal muscle, leading to noticeable oxygen deprivation and symptoms of angina, arrhythmias, and markers of cellular death. If the patient survives the initial insult, demyelination of subcortical white matter and necrosis of the basal ganglia are common. In part, this may be because these areas have limited vascularity and a “watershed” blood supply. Cortical, hippocampal, and cerebellar insult occur with more extensive exposures.

For many years, MR and computed tomographic (CT) imaging have been performed in patients with CO poisoning. The findings generally have been reported in limited numbers or as single case reports, owing to the small number of poisoning cases that will come into a single emergency room or academic institution. Recently, the focus has shifted from simply reporting findings to examining their use as predictors of outcome, an important advance in understanding the functional role(s) of the basal ganglia. Imaging studies have been done both acutely and during later stages, when delayed parkinsonian and other symptoms are expected. The recent addition of methods more sensitive to brain function (i.e., imaging of cerebral blood flow and cerebral metabolism) may also provide valuable prognostic information.

Two recent studies present sufficient cases to assess the frequency of visualizing different types of brain injury during the first week after CO poisoning. Although the imaging techniques used (MR, CT) provide quite different levels of anatomic detail, the results were rather similar. In both reports, slightly more than one-third of patients had normal imaging studies. The globus pallidus was the most frequently injured area (39%–63%), followed by the deep subcortical white matter (28%–32%). Cortical, mesial temporal lobe, and other subcortical lesions were occasionally seen.

Patients without imaging abnormalities had a favorable prognosis in both of these studies. In contrast, Lee and Marsden did not find a better prognosis in patients with normal initial CT scans who were symptomatic in the first week. In general, the literature indicates that patients with more areas of injury have a poorer clinical course and are more likely to have significant neuropsychiatric abnormalities later. However, like the level of COHb in the blood and the initial duration of impaired consciousness, the results of imaging in the acute stage are not presently reliable predictors of outcome. This situation may change as MR techniques that are more sensitive to white matter damage come into clinical use. Murata et al. reported a case in which standard clinical MR images (i.e., T₁- and T₂-weighted images) appeared normal at the same time that abnormalities were clearly present in the white matter on fluid-attenuated inversion recovery (FLAIR) images (see Figure 18–1). In the future, correlations between initial imaging abnormalities and outcome may improve.

Measures of cerebral blood flow, using positron emission tomography (PET), single-photon emission computed tomography (SPECT), or xenon-enhanced computed tomography (Xe-CT), may be more immediately useful in estimating prognosis during the acute stage. Several recent studies, using modern scanners that allow visualization of subcortical as well as cortical blood flow, have shown that regional cerebral blood flow abnormalities may be present in the absence of abnormality on CT or MR imaging. In one study, cerebral blood flow abnormalities related to CO poisoning were present in two patients who had bad outcomes (death, long-term memory impairment), but not in one patient who recovered fully. Two of these patients were studied the day of admission, the other patient 4 days after admission. Kao et al., who measured cerebral blood flow within a few hours of admission, also found that their two patients with normal cerebral blood flow had a good recovery. In contrast, Sesay et al. did not find cerebral blood flow measurements taken 3–5 days after insult to be predictive of outcome.

One study indicates that there may be a good correlation between the areas that are hypoperfused during the acute stage and the neuropsychiatric symptoms that develop later. Parkinsonian symptoms developed only in the patients with decreased perfusion of the basal ganglia. Cognitive deficits (confusion, disorientation, memory deficits) developed in patients with decreased cerebral blood flow in cortical areas.

As noted earlier, there can be delayed development of symptoms after a period of apparent recovery (the interval or delayed form). The most common locations of imaging abnormality may be different in this later stage. Some studies have found more lesions in the white matter (58%–64%) than in the globus pallidus (9%–26%), whereas others have found an equal incidence. MR and CT studies done when these delayed symptoms appear indicate that there is not a clear correlation between symptoms and imaging abnormalities.
al.\textsuperscript{5} found that at 1 month post–CO poisoning, 50% of patients (11/22) had abnormalities on MR imaging, but only 27% were symptomatic. All patients with normal MR imaging were asymptomatic at 1 month, although one patient with a normal and one with an abnormal MR study became symptomatic later. Other authors have reported that many patients with delayed symptoms (30%–42%) have normal imaging examinations.\textsuperscript{8,14}

As in the acute stage, measures of cerebral blood flow may be more sensitive to CO poisoning–related delayed changes than standard diagnostic imaging (Figure 18–2). A recent SPECT study found patchy hypoperfusion in all patients (13/13) examined after appearance of delayed symptoms.\textsuperscript{8} Four of these patients had normal CT scans. Follow-up studies were obtained in one-half of the group. Cerebral blood flow improved in the six patients showing clinical improvement and was unchanged in the one patient who did not recover. Similarly, another study (using SPECT and Xe-CT) reported three patients in whom delayed clinical deterioration correlated with decreased cerebral blood flow.\textsuperscript{16}

Another method that may be quite sensitive to the pathophysiology underlying the development of delayed symptoms is magnetic resonance spectroscopy (MRS). In MRS, signal is obtained from metabolites that are present in very low concentrations (as opposed to MR imaging, in which most of the signal comes from water). The low amount of signal available demands acquisition from a relatively large volume (voxel). The signal is usually displayed as the spectrum of the amount of signal produced by each metabolite. In proton MRS of brain, signal is present from N-acetylaspartate (NAA, located primarily in neurons, a marker for neurons and axons), choline (Cho, principally phosphatidyl choline, a membrane constituent), and creatine (Cr, used as an internal standard because its level is usually stable). If an area is severely injured, there may also be a lactate peak. The absolute amount of signal in each spectral peak is highly dependent on the acquisition parameters, so for comparison purposes the signals of interest (NAA, Cho) are expressed relative to Cr. The Cho/Cr peak reflects membrane metabolism and has been found to be elevated during both degradation (demyelination) and rapid synthesis. The NAA/Cr peak reflects neuronal and axonal density.

Several small studies have found proton MRS to be quite sensitive to CO poisoning–related changes in white matter (see Figure 18–3).\textsuperscript{19–21} In one patient, for example, NAA/Cr was below normal and Cho/Cr was elevated at the time of delayed onset of symptoms (which included bizarre behavior, urinary and fecal incontinence, and gait apraxia), yet both MR and cerebral blood flow measures were normal.\textsuperscript{19} Abnormalities were visualized later on MR imaging, while the patient was still fully symptomatic. Cerebral blood flow measures were always normal. The MRS changes persisted for some time, returning toward normal in parallel with clinical recovery. In another study, spectral changes at delayed symptom onset were more severe in the patient who developed the more profound clinical symptoms. The two patients had similar levels of abnormality on MR imaging. Clinical recovery correlated with normalization of the spectra in both patients.\textsuperscript{21} Thus, proton MRS may provide a much-needed measure of injury severity following CO exposure.

Although the common wisdom has been that most people who survive the initial insult will recover from CO poisoning within a year, recent studies have suggested long-lasting, perhaps permanent, more subtle impairments may occur rather frequently. Careful study of patients with only white matter lesions or only basal ganglia injury could shed valuable light on the functional significance of these areas as well as identify the best imaging techniques to discern injury in both the acute and delayed settings. Additionally, identification of neuropsychological deficits that may benefit from therapy or explain a downdrift in cerebral functioning can be invaluable.
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BINSWANGER’S DISEASE
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An axial FLAIR MR image from a patient with Binswanger's disease is overlaid with photomicrographs of the immunohistochemistry for glial fibrillary acidic protein (GFAP) staining (top) and Klüver-Barrera staining (bottom) of frontal white matter from a patient with Binswanger's disease.
As the 19th century came to a close, Otto Binswanger, Alois Alzheimer, and Emil Kraepelin were defining the concept that dementia was a group of cognitive disorders with many underlying subtypes and pathophysiological causes. As the 20th century has ended, the descriptive criteria, incidence, and prevalence for many of these demen-
tias continue to remain a controversy. One subtype, labeled Binswanger's disease by Alzheimer in 1902, referred
to arteriosclerotic subcortical white matter changes. As time progressed, it became clear that subcortical white matter dementias varied in both pathology and clinical features. Recent authors propose differentiating patients with specific subcortical lacunar infarcts from those with only leukoaraiosis (LA; white matter rarefaction). Indeed, Pantoni and Garcia state that the term Binswanger's disease “lacks medical significance or relevance,” since Otto Binswanger's original case was probably neurosyphilis. Because this controversy is still unsettled, we have chosen to use here the historical term Binswanger's disease (BD).

Binswanger-type leukoencephalopathy (BD, LA; ischemic vascular leukoencephalopathy; progressive subcortical vascular encephalopathy; subcortical arteriosclerotic encephalopathy; periventricular leukoencephalopathy) is a slowly progressing vascular dementia with average onset...
by age 60. Approximately 4% of the general population and 35% of dementia patients show the characteristic lesions of BD on autopsy. Clinical symptoms include frontal executive dysfunction, mild memory loss, psychosis, slowed thought processing, mood disorders, apathy, urinary incontinence, parkinsonian gait disturbance, and pseudobulbar palsy. There may be signs of brain atrophy, including dilation of the ventricles and increased sulcal width (see image at opening of chapter and Figure 19–1).

The lesions characteristic of BD are located in the periventricular and deep cerebral white matter. They may be large and confluent with smooth margins and be contiguous with the lateral ventricles, or they can occur in other subcortical locations as patchy or punctate lesions. The subcortical arcuate fibers (U-fibers) are usually spared.

These lesions are believed to be due to repeated hypoxic-ischemic events in the long, thin end arterioles of the penetrating medulary arteries that supply the deep white matter. The more superficial white matter interconnecting cortical areas (the U-fibers) is spared because of collateral supply. Vascular disease is present, including thickening of the walls (due to fibrohyalinosis) of the small arteries as well as fibroid necrosis and segmental arterial disorganization of large cerebral arteries and atherosclerosis (see Figure 19–2). There is a strong association between the degree of wall thickening and the magnitude of white matter lesions. There is evidence that changes in blood viscosity and coagulation state may be a factor in the development of lesions in BD. Thus, several intermediaries on the coagulation-fibrinolysis pathway have been shown to be elevated—including fibrinogen (which increases plasma viscosity), thrombin-antithrombin complex, prothrombin fragment F1 +2, and D-dimer levels—in BD patients whose neurologic status had deteriorated within the previous 3 months, but not in stable BD patients. Activation of this pathway can cause formation of microthrombi as well as microcirculatory disturbance, perhaps exacerbating development of lesions. Pathological changes within lesions include a reduction in the density of nerve fibers in the deep subcortical white matter, associated with rarefaction and astrocytic changes. Axonal damage is present within BD lesions, as is decreased myelin. Activated microglia are present, perhaps as a response to chronic ischemia or to presence of damaged axons. Some astrogial cells may be swollen, with disintegration of processes, possibly in response to edema (see Figure 19–3).

Diagnostic imaging using clinical magnetic resonance (MR) or computed tomography (CT) provides clear visualization of white matter lesions and areas of infarction. These areas have decreased density on CT and increased signal intensity on T2-weighted MR images. However, the appearance of these lesions is quite nonspecific with both of these techniques. Thus, areas of increased signal intensity on T2-weighted MR images (sometimes referred to as “unidentified bright objects” or UBOs) are associated with a wide range of pathological conditions that can cause dilation of the perivascular spaces (état crible), small areas of subcortical infarction (lacunae), or demyelination and gliosis. Some studies have concluded that there is not a good correlation between lesion load and general cognitive measures, suggesting that the majority of these lesions may be clinically silent. However, several studies suggest a close association between the extent and location of lesions and specific deficits related to the types of executive dysfunction commonly found in subcortical dementias, such as slowed thought processing. It is likely that the discordant results arise from differences in patient populations, image analysis methods, and cognitive tests utilized. More extensive studies are needed to resolve this issue.

Alternative types of MR imaging show promise of being able to distinguish among some of these pathological conditions. One method is sensitive to interactions between free protons (bound water in tissue) and bound protons (water bound to macromolecules such as those in myelin membranes). This type of MR image, called a magnetization transfer (MT) image, may be able to differentiate white matter lesions of BD from those not accompanied by cognitive changes or due to other causes such as infarction. Another method of MR imaging is sensitive to the speed of water diffusion. Diffusion-weighted MR imaging may be able to differentiate white matter lesions in BD from those in Alzheimer's disease. It may be that in future a combination of some of these newer methods of MR imaging will provide important information for differential diagnosis.

Functional brain imaging may provide more insight into the disease process in BD. Positron emission tomography studies indicate that cerebral blood flow and cerebral metabolic rate can be reduced in both cortex and white matter in BD patients compared with both normal control subjects and patients with white matter lesions but without dementia. Oxygen extraction fraction is not elevated in either gray matter or white matter in these BD patients, suggesting that the areas are not at high risk for ischemia. There are no histopathological abnormalities in the cortical areas with reduced blood flow and metabolic rate, so it is likely that these changes are secondary to damage to deep white matter and/or subcortical structures. In contrast, nondemented patients with white matter lesions have both decreased cerebral blood flow and increased oxygen extraction fraction in their deep white matter. This suggests that these areas are maintaining a normal metabolic rate in the face of diminished blood sup-
ply, and thus might be at risk for ischemic damage. Thus, one might speculate that asymptomatic individuals are in an earlier stage of the process that will eventually be called BD when areas that affect cortical function (white matter or subcortical gray matter) are damaged. Although most of these studies have not reported a high correlation between degree of dementia and measures of cerebral blood flow, the most frequently used global screening measures are insensitive to deficits in executive function.

Only a few studies have used single-photon emission computed tomography (SPECT) to assess blood flow changes in vascular dementia, and even fewer to examine BD specifically. SPECT would not be expected to be more informative than standard diagnostic imaging (CT or MR) at directly demonstrating white matter lesions typical of BD, because white matter normally takes up very little radiotracer and is barely visible on a SPECT scan. However, SPECT is sensitive to the functional consequences of white matter and subcortical lesions. The most common finding early in BD is decreased perfusion in frontal cortex and basal ganglia (see Figure 19–1). As clinical symptoms increase in severity, more widespread perfusion deficits are found. These results are consistent with evidence of subcortical infarcts on MR and CT imaging and loss of frontal lobe executive function on neuropsychological testing. These SPECT studies used gamma cameras built prior to 1990. The higher resolution of the modern triple-headed cameras (as was used to collect the images shown here) may yield somewhat different results.

The poor correlation that has been found between several measures of pathology (lesion load, decreased cerebral blood flow) and degree of dementia indicates that the etiology of BD is still not clear. As pathological processes become better understood, they may provide insight into new potential treatments. At the present time the most promising treatment is the vasoactive drug nimodipine (a calcium channel blocker that inhibits contraction of vascular smooth muscle). Initial clinical trials have reported stable or improved cognitive function over periods of treatment as long as 1 year. A different cerebral vasodilator, fasudil hydrochloride (a calcium antagonist that acts intracellularly), decreased dementia and returned cerebral metabolic measures (as monitored by phosphorus MR spectroscopy) to normal values in a patient with BD. Cerebral blood flow (as monitored by xenon CT) was not increased toward normal by the treatment. The authors of the study suggest that the treatment was effective because of a direct effect on intracellular energy metabolism. A different approach targets the elevation in the levels of intermediaries on the coagulation-fibrinolysis pathway in BD. A recent study of a patient with BD and antiphospholipid syndrome reported improvement in gait disturbance and mental disturbance with antithrombin (argatroban, a selective competitive inhibitor of thrombin) treatment. An earlier study using a defibrinating agent (ancred) was not successful. Thus, although there is no clear treatment strategy for BD at the present time, the future looks promising.
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NORMAL PRESSURE HYDROCEPHALUS

Significance of Magnetic Resonance Imaging in a Potentially Treatable Dementia
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A sagittal phase-contrast flow study is overlaid with a graph of flow rate versus time.
Normal pressure hydrocephalus (NPH) was first proposed in 1965 as a form of communicating hydrocephalus that could result in a treatable dementia. Hydrocephalus refers to dilation of the ventricles of the brain. It often results from an obstruction to the normal flow of cerebrospinal fluid (CSF), causing CSF to accumulate in the ventricles (obstructive hydrocephalus). In communicating hydrocephalus, CSF flow is not blocked within the ventricles, but it accumulates because it is not absorbed properly. In NPH, the CSF pressure is generally within normal values. The prevalence of NPH in the general population has not been quantified. Two European studies in small populations have roughly estimated that 1%–6% of all dementias are due to NPH and 0.41% of persons in the general population 65 years or older have the disease. However, both groups felt that NPH is significantly underestimated because many cases go unreported and untreated.

NPH has a classic symptom triad of gait disturbance, urinary incontinence, and neuropsychological impairments that are most often labeled as dementia. This dementia of NPH has not been standardized with specific criteria. However, common symptoms include severe somnolence, fatigue, emotional lability, cognitive dulling (mild to severe), and memory impairments. These changes in memory can be mild or as severe as those of Korsakoff's syndrome. In fact, some authors define the memory disorder of NPH as a Korsakoff's amnesia (anterograde and retrograde memory deficits with confabulations). Other disabilities include episodic mutism, hypokinesia, and catatonia. More rarely, cases of ultrarapid mood cycling, disinhibition, aggression, delusions, hallucinations, and depression have been reported.

The gait disturbance of NPH has been traditionally classified as "apraxia," or cortical inability to direct movement. Recent computerized analyses of gait patterns have led some researchers to propose that the slowness of step, decreased step height, truncal flexion, and decreased pelvic rotation of NPH are more similar to Parkinson's disease than to a cortical motor disorder. These descriptions and other case reports describing bradykinesia, rigidity, dystonias, and tremors have led to further examination of the pathogenesis of NPH.

Although most cases of NPH are idiopathic, it can be associated with many conditions, including trauma, sub-
arachnoid hemorrhage, prior intracranial surgery, and meningitis. There are two primary theories for the origin of NPH. The first is that it is an obstructive yet communicating type of hydrocephalus with a blockage of CSF resorption. The other is that it results from weakening of the ventricular wall subsequent to periventricular white matter ischemic damage.

Whatever the precipitating events, as the ventricles begin to enlarge, the surrounding white matter is pressed outward. The fibers of the corona radiata are damaged by the tangential shearing forces generated by the expansion and contraction of the brain during the cardiac cycle. In addition, cerebral blood flow may be impaired as vessels are stretched and compressed, resulting in ischemic damage. With continued ventricular expansion, the cortex is compressed against the inner table of the skull (see Figure 20–1). With prolonged compression comes further cortical and subcortical damage (e.g., nigrostriatal axis impairment) and the appearance of symptoms.

Positron emission tomography (PET), xenon-enhanced computed tomography (xenon-CT), and single-photon emission computed tomography (SPECT) studies all indicate widespread cortical and subcortical hypometabolism and impaired cerebral blood flow.

Diagnosis of NPH can be made based on the presence of all or a portion of the clinical triad (gait disturbance, dementia, urinary incontinence) on examination, combined with lumbar puncture and diagnostic imaging findings. In NPH, lumbar puncture reveals a mean CSF opening pressure within the range of normal variation (180 mm H2O or 13 mm Hg with the patient in the lateral decubitus position). If resistance to CSF outflow is tested with an infusion of isotonic Ringer-lactate solution, the outflow resistance will be increased. Diagnostic imaging reveals ventricular enlargement without sulcal widening. Ventricular enlargement is generally most evident in the frontal and temporal horns of the lateral ventricles. The corpus callosum may be bowed upward and the cerebral gyri flattened against the inner table of the skull. Periventricular white matter lesions are often present. Magnetic resonance imaging (MRI) is preferred over computed tomography because of its higher resolution, better delineation of pathology, and sensitivity to CSF flow dynamics.

The direction of CSF flow through the cerebral aqueduct reverses during the cardiac cycle. Thus, it is caudal (into the fourth ventricle) during systole and rostral (into the third ventricle) during diastole. MRI is very sensitive to fluid motion. This normal movement of CSF results in a loss of signal (flow void) within the cerebral aqueduct. CSF flow in NPH is hyperdynamic, with an increase in the amount and velocity of CSF passing rostrally, then caudally, through the cerebral aqueduct with each cardiac cycle. This fluid movement is visualized on proton density-weighted MRI as an increased flow void in the cerebral aqueduct (that is, a flow void extending outside the aqueduct into the posterior part of the third ventricle and the anterior portion of the fourth ventricle). When present, a hyperdynamic CSF flow void is a specific indicator of treatment responsiveness in NPH. However, absence of an increased flow void is not a reliable indicator that NPH is not present, since the appearance of the flow void is profoundly decreased by many of the commonly used MRI acquisition parameters (i.e., flow compensation and fast spin-echo techniques).

Therapeutic options for NPH are limited to surgical shunt placement, which dampens the pressure in the ventricular system during systole (peak pressure times). An indwelling catheter that includes a low- or medium-pressure one-way valve is inserted into one of the lateral ventricles. It commonly drains into the peritoneal cavity or the superior vena cava. Success rates range from 20% to 80%, with reports of symptom relief lasting up to 4 years. However, postsurgical complications have been reported in up to 40% of patients. Thus, identifying those patients most likely to benefit from shunting is of key importance. The most promising factors under investigation to predict shunt responsiveness include duration of presurgical symptoms (less than 6 months appears favorable) and onset of gait disturbance before dementia; temporary pre-shunt symptom relief from a CSF tap test (removal of 40 mL of CSF via lumbar puncture); and absence of significant cerebral vascular disease.

Cerebral blood flow greater than 20 mL per 100 g per min on xenon-CT, with impaired vascular response to acetazolamide in perivascular white matter only, has also been reported to indicate good response. However, these results have not been replicated.

The recent development of phase-contrast CSF velocity imaging may provide a reliable method for identifying those patients with NPH who can be treated successfully. This method is a new MRI technique that allows quantification of CSF flow. Measurements are performed in the cerebral aqueduct, the narrowest portion of the ventricular system and therefore the location of highest CSF flow velocity. Since CSF motion is pulsatile, the average of the volume of CSF moving caudally during systole and rostrally during diastole is calculated. This is defined as the CSF stroke volume. In the initial study with this technique, CSF stroke volumes above 42 µL were associated with a favorable response to shunting (see Figure 20–2). This is a promising tool for screening patients with clinical symptoms of NPH and thus identifying a treatable dementia without risking postsurgical complications in patients who will not benefit.
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An axial magnetic resonance image from a patient with multiple sclerosis is overlaid with a representative photomicrograph showing lymphocyte infiltration in an area of plaque formation.
Multiple sclerosis (MS) is a degenerative disorder of the central nervous system occurring, in the United States, in approximately 6–50 per 100,000 persons. It commonly has a relapsing-remitting course. Although neuropsychiatric symptoms have been reported in MS since the time of Cruveilhier and Charcot, in the 1800s, this possibility is often overlooked in the differential diagnosis of patients with new-onset psychiatric symptoms. Slowed cognition, executive dysfunction, mania, depression, pathological crying, and personality changes have been reported in up to 66% of patients with MS and are, in many cases, the first symptoms for which the patient seeks medical attention. Recent studies link these symptoms to the anatomical disease and not to the stress of chronic illness.

The classic histopathology of MS is characterized by demyelination and inflammation surrounding venules and extending into the myelin sheath. The infiltrating cells include T lymphocytes of predominantly the CD4 phenotype, activated macroglia, and plasma cells. Infiltration of these inflammatory cells and inflammatory cytokines produced in situ is directly associated with demyelination and plaque formation (see Figure 21–1). The histopathologic features of MS lesions are suggestive of a myelin-directed autoimmune process.

Currently, magnetic resonance imaging (MRI) is the most sensitive tool available to document lesions in patients with a clinical diagnosis of MS and to predict progression to MS in patients who present with optic neuritis. An excellent recent review has summarized the significance of MRI in diagnosis and management of MS. In brief, a combination of T2-weighted MRI (for lesion identification) and contrast-enhanced T1-weighted MRI (for detection of blood–brain barrier abnormality) is commonly used in clinical practice. The ability to track lesions over time using MRI can be very important in diagnosing MS. New enhancing lesions indicate probable MS. Most MS lesions appear hyperintense on T2-weighted MRI, an appearance that is nonspecific for MS. Occasional MS lesions are hypointense on T2-weighted MRI, an appearance that has been attributed to the presence of nonheme iron deposition. Presence of multiple lesions, an ovoid shape, and periventricular location are considered characteristic of MS, as is involvement of the corpus callosum (see Figure 21–2). However, attempts to correlate lesion load...
based on standard T2-weighted MRI with the clinical progression of MS have not been successful. Many patients have multiple lesions on MRI that are asymptomatic. Newer MRI methods may further improve lesion detection. The fast spin echo (FSE) technique for acquiring T2-weighted magnetic resonance images provides similar contrast but allows thinner sections that are contiguous. Addition of an inverting pulse (fluid-attenuated inversion recovery; FLAIR) to the T2-weighted MRI provides a heavily T2-weighted image in which the strong signal from cerebrospinal fluid (CSF) has been removed, allowing identification of MS lesions at the interfaces between CSF and brain. The combination of these two techniques (FSE-FLAIR) may be the best for detecting MS lesions, although not all studies agree. MS lesions appear hypointense on T1-weighted MRI. There is evidence suggesting that lesions seen on T1-weighted MRI (sometimes referred to as “black holes”) correlate more closely to the degree of disability and disease progression than those seen on T2-weighted MRI. Lesions that enhance on T1-weighted MRI following administration of a contrast agent are considered likely to be active, and this appearance correlates with the presence of macrophage infiltration. However, the relationship between blood–brain barrier abnormality and active disease is still considered controversial. The number of lesions that enhance will depend to some extent on the MRI methods used. More lesions will enhance if a higher dose (usually triple the standard dose) of contrast agent is used, if there is a delay (generally 15–60 minutes) between contrast agent administration and MRI, or if magnetization transfer is used in addition to contrast agent in order to decrease the signal from normal tissue.

Magnetic resonance spectroscopy (MRS) is being used to study the chemistry of MS lesions. These lesions have lower levels of N-acetylaspartate (NAA, a neuronal marker) than normal brain. NAA can also be decreased in areas without clearly identifiable lesions and may indicate presence of microscopic disease. There has been some success correlating changes in NAA with clinical disease classification, and it has been suggested that this may be a measure of axonal loss. Increased choline has been associated with enhancing lesions, whereas decreases may indicate chronic, nonenhancing plaques. Some of the newer methods of acquiring or analyzing magnetic resonance images may provide more information about the fundamental processes occurring in the tissue. Magnetization transfer MRI may be sensitive to structural change at the molecular level in MS. Analysis of the T2 decay curve may provide insight into structural changes within the myelin bilayer. An increase in the self-diffusion of water within MS plaques has been found by using diffusion-weighted MRI, but the increase did not correlate with disability. These are exciting research tools that may eventually lead to a clearer understanding of the pathophysiology of MS and to treatment guidelines and protocols.
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Includes an excellent discussion of the various methodological approaches to proton magnetic resonance spectroscopy. It concludes that there is reasonably strong evidence that the NAA/Creatine ratio is a useful surrogate measure for tissue integrity.
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pects, the mechanism of action of currently available disease-modifying drugs, the role of magnetic resonance imaging in clinical management and clinical trials, and emerging treatments.
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Provides a guide to clinical management of MS including assessment of disease activity, defining breakthrough disease, and the effects of pharmacotherapies on disease progression.


Reviews the prevalence, expression, suggested etiologies, and treatment approaches for many of the neuropsychiatric symptoms that occur in patients with MS, including depression, bipolar disorder, psychosis, and cognitive dysfunction.

Human consciousness, cognition, behavior, and emotion occur as incredibly complex processes by way of billions of neurons arrayed in multiple circuits. These higher-order processes are beginning to be understood through the work of 20th-century pioneers in the field. Structures of the brain once thought to have no influence on personality, judgment, or memory are now viewed as critical to normal functioning. This section of the book focuses on example structures and circuits that underlie these capabilities. As challenging as understanding this seems, the complexity is greatly increased by the fact that lesions in multiple places along a single circuit or in other circuits may give rise to similar clinical symptoms. For example, a lesion of the basal ganglia or thalamus may produce clinically indistinguishable presentations. Thus, it becomes imperative for the practicing neuropsychiatrist to have a basic understanding of cognitive and behavioral circuits.

The papers in this section describe known anatomical structures, circuits, or centrally active compounds (e.g., estrogen) that play important roles in neuropsychiatric disease or normal functioning. Circuitry information is presented in the context of both normal functioning and disease states. Imaging methods used to study these processes are discussed in each paper. When reviewing this section, the reader must be mindful that the current understanding of the human brain is only in its infancy. These circuits and structures contain many complexities that have yet to be fully understood or described. The papers can be read as a group or individually for a particular circuit of interest. At the conclusion of this section, the reader should have a basic understanding of the major neuroanatomical circuits that underlie human behavior and cognition and be able to appreciate how imaging contributes to their study.
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The structures and pathways that govern arousal are color-coded by neurotransmitter (see Figure 22–1) onto a midline sagittal magnetic resonance image (top). Areas in which regional cerebral blood flow is higher while awake than while asleep are indicated (pink) on an axial magnetic resonance image.
FIGURE 22–1. The brain regions that govern arousal and sleep are illustrated on a midline sagittal magnetic resonance image. Structures and pathways are color-coded by neurotransmitter.

FIGURE 22–2. The activity level of the brain, as indicated by regional cerebral blood flow (CBF) imaging, varies with the state of consciousness and rest. The areas most active in the 'control' resting waking state (lying still with the eyes closed) compared to sleeping are in prefrontal and parietal cortex (A). During slow wave sleep (SWS) several areas consistently exhibit decreased activity compared to wakefulness (B). When REM sleep is compared to SWS there are areas of increased activity (C, pink). There are areas of decreased activity when REM sleep is compared to the awake state (C, blue). Sleep deprivation is associated with decreases in several areas compared to the rested awake state (D).
C
hronic sleep restriction is pervasive in society, with 40% of people in the United States reporting less than 7 hours of sleep most nights. Sleep is undervalued, perhaps because the functions of sleep are not yet well understood. The biological importance of sleep, on the other hand, is quite clear:

Sleep has survived ubiquitously throughout all of mammalian evolution; some experiments have shown that animals cannot survive without sleep, and animals have made numerous behavioral and physiological accommodations to permit the survival of sleep in different habitats and life styles. Sleep persists in predators and prey; in carnivores and vegetarians; on the land and in the water (marine mammals); in most mammals as they lie down relaxed, in ruminants while they stand, in birds while they perch, and in dolphins which constantly swim; in hot and cold climates; in elephants and shrews; in sloths that hardly move and mice that hardly sit still; in the smartest and the dumbest of all mammalian species. These facts suggest a primary, essential, functional core to sleep.

If sufficiently prolonged, sleep deprivation is deadly, indicating the critical role it plays in maintaining health. Sleep appears to affect many processes in the body including energy metabolism, immune system function, learning/memory, appetite regulation, and gene expression. Sleep abnormalities are frequently associated with both primary psychiatric disorders and traumatic brain injuries.

Regulation of the sleep–waking cycle is complex. Onset of sleep is governed by the interacting forces of the sleep drive, which steadily increases with duration of wakefulness, and circadian fluctuations in arousal level. The ascending arousal system is comprised of multiple ascending projections from brainstem, hypothalamus, thalamus, and basal forebrain areas, Figure 22–1A. There is interplay among many neurotransmitter systems to maintain the waking state, as recently reviewed. Wakefulness-promoting actions of acetylcholine (midbrain, pons, and basal forebrain areas, Figure 22–1, light orange), dopamine (substantia nigra and ventral tegmental area, Figure 22–1, green), and norepinephrine (locus coeruleus nucleus, Figure 22–1, purple), are well known. Recent work indicates that serotonin (dorsal raphe nucleus, Figure 22–1, yellow), histamine (tuberomammillary nucleus, Figure 22–1, red), and orexin (also called hypocretin, lateral hypothalamic area, Figure 22–1, blue) also promote wakefulness. Sleep-promoting regions in the anterior hypothalamus (principally the ventrolateral preoptic area, Figure 22–1B, pink) utilize the neurotransmitters GABA and galanin to inhibit wake-promoting regions in the hypothalamus and brainstem during slow wave sleep (SWS, also called non-REM [NREM] sleep) (Figure 22–1B). Brainstem regions inhibited during wakefulness and NREM sleep become active during REM sleep (Figure 22–1C). Ascending projections from cholinergic neurons in the brainstem (laterodorsal tegmental and pedunculopontine areas, Figure 22–1C, light orange) activate the thalamus, which in turn activates the cortex. Descending projections from this area, utilizing other neurotransmitters in addition to acetylcholine, inhibit motor neurons, producing atonia (Figure 22–1C, light orange). Further complexity has been introduced by the recognition that sleep-promoting substances (somnogens) accumulate during wakefulness. Synthesis of adenosine (which appears to directly inhibit wake-promoting neurons), for example, increases during periods of high metabolic demand (e.g., prolonged wakefulness, seizures, ischemia). The wake-promoting effect of caffeine is probably due to its ability to block adenosine receptors.

In the waking state the electroencephalogram (EEG) is characterized by low amplitude fast activity (13–30 Hz, beta frequency band). Functional imaging studies indicate that during waking (as compared to sleeping) cerebral blood flow is high in the prefrontal and parietal cortices (Figure 22–2A). With relaxation, particularly when the eyes are closed, slower activity (8–12 Hz, alpha frequency band) dominates the EEG. During the transition to sleep, EEG activity gradually decreases further. In deep (stage 3 and 4) sleep (SWS), the EEG is characterized by large amplitude slow activity (<2 Hz, delta frequency band) due to widespread synchronous rhythmic thalamocortical activity. Animal studies indicate that thalamic neurons become hyperpolarized and change their firing pattern to a delta rhythm because tonic activation by brainstem centers decreases. The heart and respiratory rates also slow and blood pressure decreases (increased parasympathetic tone). Functional imaging studies indicate that cerebral blood flow decreases compared to wakefulness, particularly in core subcortical structures such as the thalamus, basal forebrain, basal ganglia, and brainstem (Figure 22–2B). Decreases have also been reported for the cerebellum, and ventromedial prefrontal (orbitofrontal and anterior cingulate), parietal, and mesiotemporal cortices. Several times during a normal night’s sleep both the metabolic rate of the brain and EEG activity increase to levels similar to the waking state, accompanied by deep relaxation of the muscles. This state (paradoxical sleep, PS) is associated with vivid dreaming and rapid eye movements (REM). Functional imaging indicates that thalamus, pons, limbic/paralimbic areas, and occipital cortex (visual association cortex) are very active (high blood flow and/or metabolic rate), while frontal and parietal cortices are suppressed (Figure 22–2C).
Decreases in both global and regional cerebral metabolism have been found following periods of sleep deprivation compared to the baseline rested state. Only regional decreases in cerebral metabolic rate were found in the earliest study. Following sleep deprivation, cerebral metabolism in thalamus, basal ganglia, cerebellum, and frontal and temporal cortex was decreased, whereas that in parietal cortex was increased (a visual vigilance task was performed during uptake in both conditions to standardize brain state). Decreased performance was positively correlated with decreased cerebral metabolic rate for thalamus and basal ganglia. More recent work has found globally decreased metabolism (~6%) with relative regional decreases (2%–11%) in multiple areas of cortex (a serial addition/subtraction task was performed during uptake). During a period of 72 hours of sleep deprivation, the most consistent regional decreases (compared to the awake rested state) were in prefrontal, posterior parietal, and temporal cortices as well as thalamus and cerebellum (Figure 22–2D). Decreased performance was positively correlated with decreased metabolic rate for several prefrontal cortex regions and thalamus. These studies support the vulnerability of the thalamocortical circuits that are so critical for higher order cognitive functions to the effects of sleep deprivation.

The cognitive and emotional effects of sleep loss (generally quantified as sleep debt) have been studied using a variety of interventions, including total sleep deprivation, sleep restriction (<8 hours of sleep allowed per night), and sleep disruption (frequent awakenings during the sleep period). Comparison across studies is hampered by many factors, including differences in the method and duration of sleep disturbance employed and in the cognitive tasks used to evaluate performance deficits. In addition, the common practice of averaging performance measures across groups may obscure differences, as there is a substantial range of sensitivity among individuals to the negative effects of sleep deprivation (trait-like differential vulnerability).

Both sleep deprivation and sleep restriction have adverse effects on mood, cognitive performance, and motor function. The most commonly used tasks in this research area are simple vigilance and continuous performance tasks, which are quite sensitive to sleep deprivation. Studies utilizing more complex tasks indicate that convergent, logical thinking is relatively insensitive to sleep deprivation, whereas divergent, flexible thinking is adversely affected. Although controversy exists, executive functions (working memory, divided attention, self-monitoring, risk assessment) seem to be particularly vulnerable, leading to the suggestion that the prefrontal areas of the brain are more sensitive to the effects of sleep disturbances.

Recent studies have shown that both acute sleep deprivation (~24 hour) and short-term chronic sleep restriction (<6 hours sleep per night for week) cause as much impairment on a simulated driving test as moderate alcohol consumption. Similar results have been found in more naturalistic studies. Research utilizing medical residents has shown decrements in several tests of psychomotor performance following a 4-week period of heavy duty (mean work time ~90 hours per week) compared to following a similar period of normal duty (mean work time ~44 hours per week). When alcohol was administered to residents following a period of normal duty, performance was impaired to an extent similar to following 4 weeks of heavy duty.

Performance impairment is greater with total sleep deprivation than sleep restriction for a set number of hours of total sleep debt. Thus, a single night of total sleep deprivation (8 hours of sleep debt) results in a greater impairment than four nights of mild (2 hours of sleep debt per night) or two nights of moderate (4 hours of sleep debt per night) sleep restriction. One interpretation of this finding is that adaptation occurs to chronic sleep deprivation. Another is that the critical factor is the number of hours of wakefulness beyond what is normal for the individual (cumulative wake extension time). When analyzed from this perspective, the behavioral impairments due to total and partial sleep deprivation approximated a single near-linear model. These results support the view that even mild chronic sleep restriction gradually but inexorably erodes performance. Interestingly, sleep deprivation studies indicate that subjects are often not aware of their level of sleep debt, as they do not necessarily experience daytime sleepiness. Lack of insight increases the risk of accidents and sleep-related errors. These results are worrisome, given the prevalence of chronic sleep restriction in the United States.

The impact of sleep loss is potentially more devastating for the elderly, the medically compromised, and individuals with psychiatric disorders. Sleep disturbances are extremely common in this vulnerable population (estimates for insomnia range from 50%–80% in psychiatric illness), and are part of the diagnostic criteria for many psychiatric disorders. Commonly related disorders include the sleep disorders themselves, such as narcolepsy and mood, anxiety, and substance use disorders. Of note is the recent evidence that sleep architecture can remain abnormal in patients with treated depressive episodes and is also found in nondepressed relatives of these patients. Many patients who have achieved sobriety after significant substance abuse continue to have abnormalities in sleep (slow wave) for years after recovery. Insomnia is also frequently present following traumatic brain injury.
(present in 30%–50% of patients with traumatic brain injury), and studies indicate that these symptoms may persist for many years.39

All major classes of psychotropic medications affect the neurotransmitters that modulate the sleep–wake cycle. For example, the selective serotonin reuptake inhibitors and tricyclic antidepressants decrease REM sleep and benzodiazepines increase the affinity of GABA receptors for GABA, thus increasing sleep. Clinicians often consider too much or too little “sleep” when choosing a psychopharmacologic intervention for a mood or disorder. However, the secondary effects of these medications on neurotransmitter balance in sleep–waking functional anatomy and ultimately in the quality of resulting sleep have not, to date, been incorporated into standard treatment guidelines. The complexities of sleep–arousal neuroanatomy/neurochemistry and the relationship with stress, anxiety, and psychiatric disease have been an area of study for decades. Yet, there is still much more required to fully understand this complex system in order to design pharmacologic interventions for illness that will produce symptom relief and natural sleep, and have minimal side effects.

References

34. Van Dongen HP, Dinges DF: Sleep debt and cumulative excess wakefulness (letter). Sleep 2003; 26:249

Recent Publications of Interest


Measured natural killer cell activity (a measure of immune function), amount of sleep, and fatigue in healthy women at two times separated by ~1 month. Within-subjects analyses indicated that increased sleep and decreased fatigue were associated with improved immune system function.


Compared risk-taking behavior (Iowa Gambling Task) prior to and following 49.5 hours of sleep deprivation in healthy normal subjects. Within-subjects analysis showed that increased levels of risk-taking were associated with sleep deprivation and that older subjects were more adversely affected. These results support the vulnerability of prefrontal cortex to sleep loss.


Assessed regional brain glucose utilization (PET) changes as a result of sleep deprivation and recovery sleep in healthy normal subjects. The results support previous studies indicating decreased metabolism in frontal and temporal cortices, thalamus, and striatum that was only partially reversed by recovery sleep.

Statistical parametric map displaying regions of significant activation (as measured by functional magnetic resonance imaging) in patients with posttraumatic stress disorder (PTSD, orange) and controls (purple) superimposed on a three-dimensional reconstruction of magnetic resonance images. The amygdala was much more activated in the patients with PTSD. Adapted with permission.1
Understanding how brain structures are functionally intertwined into networks is important to an understanding of psychiatric disorders and to interpreting the findings in functional neuroimaging studies. The recent emphasis on the neuroscience of emotions is of particular relevance. Current advances in the understanding of the neural circuitry of fear and how fear is modulated have widespread applications. Fear has a major influence upon memory, cognition, and behavior. Functional neuroimaging now allows researchers to probe the neural circuitry of both
conscious and unconscious mental processes underlying fear and anxiety. It has also been used to assess functional brain changes in response to different modes of therapeutic intervention. Insights gained from such studies may contribute to advances in treatment of anxiety disorders, including therapies with greater specificity for underlying brain abnormalities.

Fear is defined as “an unpleasant, often strong emotion caused by anticipation or awareness of danger.” Fear is a conscious experience that helps in the identification of emotions. When one feels afraid, one can identify the emotion of fear. Not all feelings are emotions, but all (conscious) emotional experiences are feelings. The current understanding of fear circuitry in humans is based on animal research studies, imaging studies of human subjects with pertinent brain lesions, and, more recently, on human functional neuroimaging. Studies of both normal and pathological fear states (e.g., anxiety disorders) are relevant.

**The Amygdala and Fear**

Activation of the amygdala is central to generation of the fear response. The amygdala, in turn, activates areas of the brain important to measurable neurobehavioral correlates of fear, including the hypothalamus (release of the flight/fight hormones) and brainstem (freezing, startle). The amygdala also causes widespread brain activation via its connections to the basal forebrain as well as cholinergic and noradrenergic centers in the brainstem.

Activation of the amygdala is required for acquisition of learned fear responses. Learned fear states may be associated with increased excitability in the amygdala. Animal research supports the concept that the amygdala and hippocampus act together to form long-term memories of affectively laden information and events. The hippocampus is believed to link information about physical contexts with the emotional context provided by the amygdala. Researchers believe that the amygdala strengthens memory consolidation during times of strong emotion. Some types of fear-related memory may be stored in the amygdala.

Several interconnected areas are important for recall (retrieval) of fear-related memories including the amygdala, hippocampus, and anterior cingulate. Although controversial, there is evidence that, once recalled (reactivated), a memory must undergo a new consolidation process (reconsolidation) in order to be maintained in long-term memory. Thus while reactivated the memory may become vulnerable (labile) to modification or disruption. The reconsolidation process may involve the same areas as retrieval, although the processes appear to be different. The amygdala is also central to extinction of conditioned fear, whereby the fear response is weakened by multiple exposures to the conditioning context without the painful or frightening event. Extinction does not remove the conditioned fear, but rather supresses it by new learning. The amygdala is activated during both acquisition and extinction of conditioned fear in humans. Long-term storage of extinction-related memory to some extent depends upon modulation of the amygdala by medial prefrontal cortex (PFC). Current research indicates that external sensory information reaches the amygdala by two pathways. All sensory input is first relayed to the thalamus. Two divergent pathways emerge from the thalamus. Direct pathways from the thalamus (thalamoamygdalar) can activate the amygdala very rapidly, on the basis of crude thalamic appraisals of sensory stimuli indicating potential danger (i.e., a long and thin object might be a snake). This reflexive activation of the amygdala has been referred to as “bottom-up” regulation of emotion. The thalamoamygdalar route appears to operate at an unconscious level and can mediate fear conditioning independently of cortical input.

Several lines of evidence from human studies support the existence of this pathway. The amygdala is activated by emotionally salient stimuli even when presented to the blind hemifield in a patient with an extensive left visual cortex lesion. Various methods for presenting unconscious visual stimuli have been used in conjunction with functional imaging, including backward masking or binocular rivalry to suppress conscious awareness in normal subjects. Most studies have reported activation of the amygdala during the suppressed condition to a range of emotionally salient images, supporting the existence of the direct pathway (Figure 23–1). Conditioned responses can also be established with masked stimuli that activate the amygdala.

Studies in which attention to fearful or threatening stimuli was manipulated found that the amygdala was activated even when the stimuli were not attended to. One study found that the amygdala responded to a broader range of stimuli during the “unattended” condition. These studies support the concept that the amygdala has limited specificity when relying on information from the subcortical route (thalamoamygdalar pathways) and that this limited specificity reflects a trade-off between speed of processing and specificity.

Researchers believe that thalamoamygdalar pathways facilitate automatic, reflexive responses to a potentially aversive situation before it registers in conscious awareness. The faster, imprecise, unconscious thalamoamygdalar pathway can activate the amygdala rapidly, which could mean the difference between life and death.
However, such rapid amygdalar activation of a cascade of fear responses (e.g., release of epinephrine, norepinephrine, and cortisol) may overwhelm the capacity for conscious cognitive appraisals, which occur via prefrontal cortical networks.

Fear may enhance or interfere with attention, learning, and social judgments. Damasio emphasizes the importance of intuition in decision making. Studies in human subjects support the concept that unconscious mental processes influence conscious cognitions and feelings. For example, studies employing subliminal emotional priming have demonstrated that test subjects liked or disliked a neutral stimulus (i.e., a Chinese ideogram or polygon) depending upon whether the stimulus was subliminally (unconsciously) primed by facial expressions of anger, fear, disgust, or happiness. Learned conscious and subliminal fear responses bias cognition and affective style.

Alternatively, sensory input from the thalamus may reach the amygdala by indirect pathways involving sensory cortices. The sensory cortices, in conjunction with other brain regions such as the hippocampus and parahippocampal, associate, and prefrontal cortices, assign significance to sensory stimuli based upon context and prior experience. Sensory information reaches the amygdala more slowly by this pathway, but conveys highly refined appraisals. These connections are reciprocal, allowing mutual regulatory influences. The sensory cortices and amygdala are believed to relay information to PFC. Sensory information is not thought to enter conscious awareness unless processed in PFC networks concerned with conscious perception. The vast majority of sensory stimuli do not enter conscious awareness.

Modulation by Prefrontal Cortex

In neuropsychiatry, the PFC is commonly divided into three main divisions: the medial PFC (containing the anterior cingulate and paracingulate cortices), the orbital PFC, and the dorsolateral PFC. Medial PFC functions relevant to fear include attention to the emotional states of the self and others, guidance of response selection by emotional states, and suppression of fear-related behavioral responses as situations change. Orbital PFC functions relevant to fear include modulation of behavioral and visceral responses associated with fear-related situations as situations change and modulation of emotional responses by correcting associations when they become inappropriate. Dorsolateral functions relevant to fear are believed to include involvement in working memory, response preparation, and response selection. The amygdala has reciprocal connections with orbital and medial PFC and is indirectly connected to the dorsolateral PFC. Orbital and medial PFC appear to exert a predominantly inhibitory influence upon the amygdala by activation of inhibitory interneurons (top-down modulation). Several recent functional magnetic resonance imaging (fMRI) studies in normal subjects support top-down modulation of emotions by these areas of PFC. One group has compared patterns of brain activation while subjects perform tasks requiring conscious evaluation of emotionally arousing pictures versus simple matching tasks using the same pictures (Figure 23–2).

When the two conditions were compared, stronger activation of the ventral PFC (Brodmann’s Area [BA] 44/45 and 47) by the more complex evaluative tasks was associated with decreased activation of the amygdala. During the simple matching tasks, which evoked less activation of the ventral PFC, stronger activation of the amygdala was demonstrated. Autonomic reactivity as monitored by changes in skin conductance correlated with activation of the amygdala. A similar inverse correlation between activity in the amygdala and ventral PFC was also found in a study using subliminal priming with emotionally arousing stimuli.

In addition, both a gender-decision task and an emotion-identification task evoked less activation in the amygdala and more in ventral PFC than passive viewing of the same images.

Modulation of the amygdala by the PFC may be one of the biological mechanisms that underlie the effectiveness of cognitive behavioral therapy (CBT) in anxiety disorders. Similarities exist between extinction (in which a learned fear response is replaced or overlaid by new learning) and CBT. Two small studies have employed functional imaging to monitor the brain’s response to symptom provocation in patients with phobias (spider and social phobias) prior to and following therapeutic interventions (CBT was utilized in both studies and compared to treatment with citalopram in one). In both studies patients who responded successfully to therapy exhibited decreased activity in limbic-related areas. In the study of patients with spider phobia, activation (measured by fMRI) in dorsolateral PFC (BA 10) and the parahippocampal gyrus during exposure to film excerpts depicting spiders was no longer found following successful completion of CBT. Similarly, in the study of patients with social phobia, those who responded well to either CBT or citalopram had decreased regional cerebral blood flow (rCBF) (measured by positron emission tomography [PET]) in the amygdala and hippocampus as well as periamygdaloid, parahippocampal, and rhinal cortices while performing a public speaking task (Figure 23–3).

In addition, the decrease in blood flow in the amygdala prior to and fol-
lowing treatment correlated with long-term clinical outcome. Both authors note that these results indicate that CBT is able to modify the abnormal neural functioning underlying anxiety disorders, perhaps by deconditioning or habituating contextual fear.

There is experimental evidence that extinction of fear can be facilitated by manipulation of neurotransmitters, specifically via the N-methyl-D-aspartate (NMDA) glutamate receptor. In animal studies administration of d-4-amino-3-isoxazolidone (d-cycloserine, DCS) after extinction trials enhanced extinction. DCS is a partial agonist for the NMDA receptor, acting at the strychnine-insensitive glycine-recognition site. Efficacy of this approach for enhancing treatment of phobia was recently tested in a small double-blind placebo-controlled study. Patients with acrophobia were randomly assigned to receive a high dose of DCS (500 mg), a low dose (30 mg), or placebo prior to two sessions of virtual reality therapy separated by 1–2 weeks. Presence of DCS did not affect level of fear exhibited during the first session, indicating no direct anxiolytic effect. During the second session and at follow-up 1 week and 3 months later, the patients who received DCS prior to therapy sessions exhibited significantly reduced fear of heights. These findings suggest that DCS may be a useful adjunct to therapeutic interventions for disorders in which fear-related learning is an important component.

Converging evidence supports the theory that genetic differences may influence development and/or expression of anxiety disorders. Increased reactivity of the amygdala has been demonstrated in individuals with a polymorphism in the promoter region of the serotonin transporter gene. Presence of this polymorphism has been associated with susceptibility to fear conditioning as well as increased expression of anxiety and affective illness. In patients with social phobia its presence is associated with both greater symptom severity and amygdala excitability. It has been suggested that it may be associated with greater vulnerability to life stress. These results are consistent with studies supporting a genetic component to all three phases of fear conditioning (acquisition, habituation, extinction). It is likely that there is lifelong interaction between biological factors (e.g., genetic) and environment in the establishment and remodeling of networks involving fear and fear memory.

Functional imaging has demonstrated hyperexcitability of the amygdala in various anxiety disorders. Often an inverse relationship exists between activity in the amygdala and areas in PFC. Recent studies illustrate this for social phobia and posttraumatic stress disorder (PTSD). Patients with social phobia exhibited increased rCBF (measured by PET) in the amygdala/periamygdaloid cortex during a public speaking task compared with controls. At the same time, rCBF in orbital PFC decreased in the patients and increased in the controls. In another study, activation of the amygdala (measured by fMRI) did not differ between patient and control groups when viewing fearful or neutral faces (compared to happy faces). However, the patients demonstrated significantly greater activation than controls in the amygdala and nearby cortex when viewing contemptuous or angry faces, indicating specificity related to their disorder. Larger than normal activations in the amygdala have also been measured in patients with social phobia during all phases of aversive conditioning (habituation, conditioning, extinction).

Patients with PTSD have also exhibited increased reactivity of the amygdala (measured by PET or fMRI). Furthermore, measures of PTSD symptom severity were positively correlated with rCBF in the amygdala and inversely correlated with rCBF in the medial PFC in one study. Regional CBF in the two areas was inversely related.

Conclusion

The study of fear-related learning and the modulation of fear are highly relevant to understanding and treatment of anxiety-based psychiatric disorders. Functional neuroimaging is proving to be a powerful technique in this area. The presence of both conscious and unconscious processing of fear has implications for both the development and treatment of anxiety disorders. Biological differences, such as individual differences in reactivity and tonic activation of the amygdala and prefrontal cortex, may contribute to individual differences in anxiety, learning of stimulus-threat contingencies, and expression of cue-specific fear, and perhaps vulnerability to stressors. In addition, functional imaging may also have the potential to predict sustained response to therapeutic interventions in anxiety disorders.
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Recent Publications of Interest

Reviews the evidence from animal studies implicating medial prefrontal cortex in extinction of conditioned fear. Pharmacologic agents that strengthen extinction learning and therefore have potential therapeutic applications are discussed briefly.

Performed a randomized, placebo-controlled trial comparing the efficacy of short-term exposure therapy with and without prior administration of D-cycloserine for social anxiety disorder. The preliminary results (1 month) are consistent with previous studies that have found the combination to significantly enhance the effectiveness of exposure therapy.
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RABIES AND THE CEREBELLUM

New Methods for Tracing Circuits in the Brain

Katherine H. Taber, Ph.D.
Peter L. Strick, Ph.D.
Robin A. Hurley, M.D.

Sagittal T1-weighted magnetic resonance image of a Cebus monkey and pseudocolored micrograph of cerebellar Purkinje cells immunohistochemically labeled for rabies virus.
Core to current neuropsychiatry is the concept that parallel circuits originating in multiple areas of the cerebral cortex underlie much of human behavior. Emotion, memory, and behavior are widely studied in relation to circuits that begin and end in either the frontal lobes or the limbic system. The cerebellum was not traditionally incorporated into these circuits. As case reports and series emerge from the literature noting nonmotor symptoms in patients with isolated cerebellar lesions, the cerebellar role in cognition, mood, and behavior is becoming more visible.

In the past, the anatomy of brain circuits was inferred by combining case reports, imaging data, autopsy results, and many experimental animal studies in which anterograde and retrograde tracing techniques were used to label neurons and their projections. Recently, exciting new virus-based tracers have been introduced that are able to cross the synapse and...
thus allow specific labeling of neurons in sequence for the first time. With these new methods it is now possible to trace neuronal connections across several synapses, allowing mapping of parallel circuits in unprecedented detail. These studies provide strong evidence for the segregated nature of parallel frontosubcortical circuits and support the addition of the cerebellum to these pathways. Very importantly, they are beginning to open a window to the functional topography of the cerebellar cortex and the deep cerebellar nuclei.

Corticocerebellar Circuits and Virus-Based Tracers

Most studies delineating neuronal connections within the brain are done in animals. The rapid progress made in the past few decades in identifying these connections has been primarily based on the use of anterograde and retrograde tracers such as horseradish peroxidase and the dextran amines. These substances have made it possible to probe the fine structure of the brain, but are limited to labeling of single neurons. Circuits are inferred by combining the results of multiple experiments. With the recent development of tract-tracing methodology based upon the use of neurotropic viruses, it is now possible to directly visualize neurons that are linked together in a circuit. These viruses are taken up into neurons where they replicate and pass from neuron to neuron at synaptic connections in a time-dependent manner. The apparent rate of transport is to some extent dependent on the rate of viral replication and the time required for trans-synaptic passage of the virus. Neurons infected with virus are identified using conventional immunohistochemical labeling with antibodies to the virus. Evidence to date supports the view that virus transport is not restricted to particular types of synapses, but rather labels both excitatory and inhibitory connections. By appropriate selection of survival time after injection, multisynaptic pathways can be labeled with great precision. For example, by 2 days after injection of rabies (retrograde tracer) into primary motor cortex (M1), neu-
rons in the ventrolateral nucleus of the thalamus were labeled. By 3 days, label was also found in the dentate nucleus of the cerebellum. At 4 days, it was present in cerebellar Purkinje cells. By 5 days, cerebellar granule cells were labeled (Figure 24–1).

In primates, commonly used viruses are herpes simplex virus type 1 (HSV1) and rabies. HSV1 is transported in either the anterograde (H129 strain) or retrograde (McIntyre-B strain) direction, depending upon the strain used. At longer survival times HSV1 causes neuronal lysis. There is the potential that release of the virus into the extracellular space could complicate interpretation of the labeling pattern. Glial proliferation is also seen, as well as occasional glial labeling, although these do not seem to present major problems. Rabies virus is particularly useful because it specifically infects neurons (glial infection is quite rare) and it does not cause cellular lysis. Several strains of rabies have been evaluated. Although the rates of transport varied, all were transported only in the retrograde direction. Theoretically, both viruses could be combined in a single experiment in order to define an entire circuit. Unfortunately, the presence of HSV1 inhibits uptake and transport of the rabies virus, so they cannot be used together. Coadministration of other tracers, such as wheat germ agglutinin (WGA), may also interfere with uptake of the rabies virus.

It has been known for many years that the cerebellum receives input (via the corticopontocerebellar pathways) from multiple cortical regions, including motor, premotor, posterior parietal, cingulate, and prefrontal cortices. Now it has been demonstrated that the cerebellum projects back to these same areas. A series of studies in nonhuman primates utilizing neurotropic viruses (rabies and HSV1) demonstrate the parallel segregated nature of these reciprocal connections was recently reviewed. In brief, rabies virus (CVS-11 strain, retrograde tracer) or HSV1 (H129 strain, anterograde tracer) was injected into either M1 or the dorsolateral area (46) of prefrontal cortex (PFC). Labeled cells were confined to specific areas of the cerebellum. M1 injections labeled clusters of neurons in lobules IV–VIII, while area 46 injections labeled clusters of neurons in Crus I and Crus II (Figure 24–2). Comparison of results with the two tracers (anterograde and retrograde) indicated that extremely similar areas within the cerebellum were labeled. Thus it is likely, although not proven, that the circuits are truly reciprocal.

The overall structure of the corticocerebellar pathways is a three-neuron chain in each direction, beginning and ending at the pyramidal cells in the cortex and Purkinje cells in the cerebellum (Figure 24–2). Older studies in nonhuman primates using standard anterograde and retrograde tracers indicate that the corticopontine projections from the PFC arise primarily from the dorsolateral and dorsomedial regions, with little or no contribution from ventromedial, ventralateral, or orbital areas. Recently, it has been demonstrated that the cerebellum projects back to PFC via the thalamus. Neurons within the cerebellar dentate nucleus were labeled following injections of HSV1 (McIntyre-B strain, retrograde tracer) into dorsolateral and dorsomedial PFC (areas 46 and 9). No label was found in the dentate following injections into ventrolateral or orbital PFC (ventral area 46 and lateral area 12). Different regions within both the dentate nucleus and the thalamus were labeled following injections into each of these areas, confirming the segregated nature of these circuits. Thus, the functional topography of the cerebellum—how the cerebral cortex maps onto the cerebellum—is starting to be defined.

### Cognitive and Behavioral Symptomatology

As individuals and groups of patients with similar diagnoses are studied, the clinical evidence for the cerebellar influence on cognition, emotion, and to a lesser extent personality and behavior is beginning to emerge. Several recent reviews have summarized the literature regarding this evidence. Rapoport et al. remind the reader that more than 50% of all the brain’s neurons are located in the cerebellum, yet, it contains only 10% of the total brain weight. This group proposes that the cerebellum has a “balancing, integrating, and stabilizing” effect on nonmotor functions including affect, mood, and cognition. Schmahmann reviews the history of the study of the cerebellum as well as continuing to develop evidence for the “cerebellar cognitive affective syndrome” (CCAS). He describes CCAS as the psychopathology evident after a cerebellar lesion, most commonly after a posterior lobe lesion. He proposes the cerebellar influence on cognition and behavior to be an “oscillation dampener maintaining function automatically around a homeostatic baseline.”

A common method utilized in matching neuroanatomy to function is to study patients with new psychopathology following acquisition of a lesion or after a new neurological condition is diagnosed (Figure 24–3). Schmahmann and Sherman used in-depth neurological and neuropsychological testing to evaluate a series of 20 patients with cerebellar pathology. All 20 demonstrated some level of cognitive, visuospatial, or psychiatric symptomatology. The authors proposed that a common syndrome appears after lesions to the cerebellum (most commonly and intensely after lesions to the posterior cerebellum and ver-
Cerebellar neurological impairments in children are less defined, with fewer studies available. One retrospective chart review of 15 children with cerebellar tumors found 37% to have expressive language deficits; 37% to have visual-spatial deficits; and 33% to have verbal memory deficits coinciding with visual-spatial or language dysfunction. Thirty-two percent had significant affective dysregulation, with all of these having extensive lesioning of the vermis. Fifty-six percent of those with severe vermian lesions (5/9) had the classic postoperative resolving mutism. The authors noted that the younger children in the study tended to perform better on the testing than the older ones and that some children's clinical presentation was much worse than the scores indicated. Possible explanations for this included the retrospective aspect of the study, testing difficulties in young children, neural plasticity, or developmental stage at time of surgery.

Although controversial, there is evidence for abnormal vermian size in several psychiatric conditions, including attention deficit hyperactivity disorder, autism, and schizophrenia.
Phenomena. For example, a recent study examined 155 neuroleptic-naive patients with schizophrenia and compared them with 155 matched subjects. One-fifth of the patients had focal cerebellar neurological signs. These were associated with higher rates of cognitive impairment, smaller total cerebellar volume on MRI, more severe negative symptoms, and poorer psychosocial functioning. A recent case report proposes a key role for the cerebellum in development of a variant of schizophrenia.

In summary, there is growing clinical evidence for the involvement of the cerebellum in neuropsychological function. However, the specific cognitive deficits evident on testing are still quite variable from patient to patient. Both cognitive deficits and noncognitive psychopathology have been reported in patients with traumatic brain injury, tumors, strokes, or degenerative atrophies (e.g., SCAs) of the cerebellum. Numerous single-case reports are published, but few studies exist with large numbers of patients. Several factors make it difficult to draw firm conclusions. Oftentimes the patients in the existing reports are diagnostically heterogeneous. Studies have included patients whose pathology extends outside the cerebellum (e.g., pons or basal ganglia). In addition, secondary processes such as acute hydrocephalus are sometimes present that might have caused or influenced the presentation of the neuropsychiatric pathology. Finally, vascular conditions commonly associated with stroke generally have widespread effects in the brain. Thus, caution is needed when considering the evidence for cerebellar influence on nonmotor functions.

### Functional Imaging

Functional imaging provides another line of evidence suggesting the participation of the cerebellum in cognitive/emotional functioning due to its engagement along with frontal areas during many tasks (e.g., making of moral judgments, processing of negative emotions, learning to solve the Tower of London task or a pegboard puzzle).

A developmental study of the areas involved in generating voluntary inhibition of responses found that adults, unlike children and adolescents, demonstrated activity in the lateral cerebellar cortex and dentate nuclei. The authors suggest that the cerebellum may be important for the maturation of voluntary response suppression mediated by prefrontal areas. Cerebellar activation was also found in an attention shifting task, which the authors attributed to response reassignment rather than attentional switching.

The results of the previous study suggest that an alternative explanation is engagement of the cerebellum in order to suppress the inappropriate response.

Three studies have used neurophysiological measures to assess the influence of the cerebellum on frontal lobe functioning. Two used low-resolution electromagnetic tomography (LORETA) to assess cortical function in patients with atrophy limited to the cerebellar cortex. In one, the intracerebral distribution of both spontaneous electrical activity (measured by electroencephalogram [EEG]) and the midlatency auditory evoked potential (MLR) was measured. Patients had decreased activity in the α2 band of the EEG over the left inferior frontal gyrus (Brodmann’s area [BA] 45) and the P1 component of the MLR was decreased in the superior frontal gyrus (BA 9). In the other, event-related potentials (ERPs) were used to measure frontal lobe activation during a continuous performance task in which a motor response was either performed (“Go”) or inhibited (“No Go”) depending upon a cue. Performance did not differ between the groups, but patients had significantly less frontal lobe activation during the No Go condition. In the third study, the relative activity of the left and right PFC (as measured by qualitative EEG) were compared prior to and following repetitive transcranial magnetic stimulation (rTMR) of the cerebellum in normal individuals (five patients).

A shift in activity in the fast gamma frequency band occurred such that activity was significantly higher in the right PFC than the left following stimulation of the medial cerebellum, a reversal of the baseline pattern. Intriguingly, subjects gave unsolicited reports of increased alertness and elevated mood following the stimulation. All of these studies suggest that frontal lobe function is influenced by the cerebellum.

### Conclusion

This summary and synthesis of recent literature focused on the connections between cerebellum and prefrontal cortex. The cerebellum may also influence cognitive and emotional behavior through other pathways. Older animal studies indicate possible connections of the cerebellum with several critical brainstem centers, including the dorsal raphe and locus coeruleus, in addition to its well-known connections with the hypothalamus. It is likely that future neuroimaging investigations will continue to uncover the vital role of the cerebellum in prefrontal functioning.

### References

Rabies and the Cerebellum: New Methods for Tracing Circuits in the Brain


Reviews the bidirectional pathways directly and indirectly connecting hypothalamus and cerebellum, and the evidence supporting the hypothesis that cerebellum participates in integration of motor, visceral, and behavioral responses.

Used the rabies virus transneuronal retrograde tracer to demonstrate the presence in nonhuman primates of a two-neuron pathway from the deep nuclei of the cerebellum, primarily the dentate nucleus, to the putamen (via the thalamus). The origin of this pathway is widespread in the dentate nucleus, encompassing both motor and nonmotor areas. The authors note that the density of dentate neurons labeled after virus injections into globus pallidus was on the same order as previous studies have found after injections into cortical areas, suggesting that cerebellum may have a substantial influence on processing in the basal ganglia.

A three-dimensional reconstruction of a magnetic resonance (MR) data set (upper image) from a normal individual is used to illustrate areas of altered regional cerebral blood flow (rCBF) during attempted movement in patients with hysterical paresis (red) compared to normal individuals feigning paresis (green). Areas of decreased rCBF (compared with normal individuals) in patients with hysterical sensorimotor loss undergoing vibratory stimulation are overlaid on representative coronal MR images.
FIGURE 25–1. Regional cerebral blood flow (rCBF) was imaged with single-photon emission computed tomography during vibratory stimulation of both limbs in seven patients with hysterical sensorimotor loss prior to and after recovery. Decreased rCBF was found contralateral to the affected limb in thalamus, basal ganglia, and ventrolateral prefrontal cortex (BA 11, BA 44/45) prior to recovery, as indicated on coronal magnetic resonance images. Used with permission of Oxford University Press.1

FIGURE 25–2. Functional magnetic resonance imaging. Sensory stimulation of the affected limb in four patients with nondermatomal somatosensory deficits failed to activate or deactivated contralateral brain regions normally activated by touch, including primary and secondary somatosensory cortex (S1, S2), the thalamus, posterior region of the anterior cingulate cortex, and ventrolateral prefrontal cortex (BA 44/45). In contrast, activation was found in rostral anterior and perigenual cingulate cortex (ACC). Significance is indicated by the z-score color bar. Used with permission.2

FIGURE 25–3. (left) Positron emission tomography was used to measure regional cerebral blood flow (rCBF) in 3 subjects with hysterical motor paresis while moving the affected limb as compared to healthy individuals moving normally or feigning limb weakness (see image at opening of chapter). rCBF was decreased in the left dorsolateral prefrontal cortex (red, BA 9/46) in the patients and the right anterior prefrontal cortex (green, BA 10) in the feigners compared with healthy individuals moving normally. Used with permission.3
Hysteria, or conversion disorder, has been described since antiquity. The term hysteria, based on the Egyptian theory of the wandering uterus, is credited to Hippocrates. In 1859, Briquet described the personnalité hystérique. The great French neurologist, Charcot, used hypnosis to elucidate and manipulate the clinical signs of the disorder. In the 20th century, Freud proposed that an unconscious conflict is symbolically converted into a somatic symptom. To acknowledge this historical legacy, the terms hysteria and conversion will be used interchangeably in this paper.

Formerly considered a dissociative disorder, conversion disorder is classified in DSM-IV-TR as a somatoform disorder along with somatization (Briquet's syndrome), pain disorder, hypochondriasis, and body dysmorphic disorder. Psychogenic disorders of memory and personal identity are classified as dissociative disorders. Both somatoform disorders and dissociative disorders are considered disorders of unconsciousness (i.e., not under voluntary control, unlike factitious disorder and malingering). Conversion disorder shares high comorbidity with anxiety, depression, and personality disorders.

The symptoms of hysteria can affect any aspect of elementary neurological function, including involuntary movements or paralysis, nonepileptic seizures, mutism, urinary retention, hallucinations, pain, blindness, deafness, and analgesia. Inconsistencies on examination suggest this diagnosis. These include simultaneous contraction of muscular agonists and antagonists, fluctuating weakness, nonanatomical sensory loss, tunnel vision, and astasia-abasia. Some patients show a curious la belle indifférence toward their neurological handicap. Brain imaging, electroencephalography, and sensory evoked potentials are normal. Although Slater found that more than one-half of patients with hysteria would develop clear signs of neurologic disorder within 10 years of diagnosis, his claim has been contested recently. Nevertheless, a diagnosis of conversion disorder does not rule out neurologic disease, and a diagnosis of neurologic disease does not rule out conversion disorder.

### Neuropsychological Studies

Pierre Janet proposed that conversion disorder is a deficit of selective attention toward the pathological symptom. Janet emphasized the parallel between dissociation after overwhelming psychological trauma and hypnotically induced alteration in consciousness. In psychoanalytical terms, conversion is the symbolic transformation of a dangerous emotion (aggression, rage, sexual excitement) into a somatic symptom, representing a compromise between the undesirable affect and the defense against it. Roelofs et al. reported more physical and sexual abuse and maternal unavailability in patients with conversion disorder compared to 50 patients with affective disorder, lending support to the proposed role of early emotional trauma in conversion disorder.

Ludwig proposed that “selective corticofugal inhibition of afferent stimulation” operates in hysteria to exclude a somatic function from consciousness. C. Miller Fisher considered hysteria a delusion of somatic disability with lack of insight. Flor-Henry et al. reported bifrontal and right posterior hemispheric cognitive dysfunction in 10 patients with hysteria compared to normal subjects, patients with psychotic depression, and patients with schizophrenia. Impairment of the dominant (left) hemisphere was more severe, reflected in subtle verbal imprecision, affective incongruity, and defective processing of endogenous somatic percepts, analogous to schizophrenia. Sackeim et al. showed that hysterically blind subjects, as well as subjects rendered blind by hypnosis, performed either better or worse than chance on visual recognition tasks, indicating that their choices were visually guided even if they were not consciously aware of seeing. Implicit visual processing may thus be disconnected from conscious awareness of vision.

Perception is powerfully influenced by emotion and motivational state, which serve to enhance attention to salient stimuli. Much of the preconscious processing of emotional stimuli involves connections between the amygdala-hippocampus and insular, orbital, and cingulate cortices, which link perception, emotional state, and memory. The right hemisphere is theorized to be the locus of neural networks subserving attention to intra- and extrapersonal space, body schema, and personal identity. Injury to this right hemispheric network is consistently associated with defects in emotion and feeling, as well as with anosognosia and neglect. La belle indifférence may be a subtle form of neglect related to right hemisphere dysfunction. The right hemisphere may impart a negative bias to emotional experience. These observations support Damasio's hypothesis that hysteria involves defective mapping of the body state.

### Functional Neuroimaging

There are to date few neuroimaging studies of hysteria. All of the studies described below are limited by small population size (the largest study includes only seven patients); heterogeneous patient populations (e.g., motor versus sensory symptoms, nonepileptic seizures or combined epileptic and nonepileptic seizures); duration of the deficit (acute versus chronic); and presence of comorbid disorders such as depression or chronic pain. Overall they suggest variable alterations in the activity of specific cortical and subcortical areas may underlie conversion disorder, particularly prefrontal and pa-
rietal cortices, thalamus, and basal ganglia. To facilitate comparison of results, the studies have been grouped by state (resting, activated) and duration of deficit (acute, chronic).

**Initial Sensory Processing**
An important finding in conversion disorder, as noted above, is that electrophysiological tests indicate that sensory and motor pathways are intact. Thus the question to be resolved is at what stage(s) does processing become abnormal. Magnetoencephalography (MEG) is a noninvasive electrophysiological technique that uses superconducting electrodes to measure the neuromagnetic fields generated by the brain’s electrical activity. Hoechstetter et al. used MEG to record activity in primary (S1) and secondary (S2) somatosensory cortices in three patients with unilateral psychogenic motor and sensory loss (two acute, one chronic) in response to tactile stimulation of the index finger of the affected and unaffected hands. Sixteen healthy subjects served as controls. S2 is activated about 30–50 msec after S1 and is involved in the early attentive processing of tactile stimuli. Both the patients and normal controls showed normal responses in both the contralateral S1 and bilateral S2 areas, regardless of the stimulated side. This is consistent with previous studies indicating that the early components of somatosensory evoked potentials are normal in conversion disorder and suggests that the altered processing that underlies the failure to perceive the stimulation occurs at a later stage of sensory integration than the initial activity in S2.

**Response of the Brain to Sensory Stimulation**
Two SPECT studies found altered patterns of rCBF in response to sensory stimulation of the affected area during the acute stage of conversion disorder as compared to recovery. Tiihonen et al. used left median nerve stimulation in a single patient with left hemiparesis and paresthesia and comorbid major depressive disorder. Median nerve stimulation is expected to increase contralateral parietal lobe rCBF. During the acute episode there was mild hyperperfusion (7.2%) in the frontal lobe and hypoperfusion (7.3%) in the parietal lobe contralaterally. After recovery (6 weeks later) rCBF in the contralateral parietal lobe was greater than ipsilateral. The results were interpreted as suggesting inhibition of somatosensory cortex by frontal cortex during the acute episode.

Vuilleumier et al. applied simultaneous vibratory stimulation to both affected and normal limbs of seven patients during the acute stage of illness (less than 2 months; all patients displayed variable unilateral motor and sensory loss) and again 2–4 months later. By the second examination, four patients had completely recovered and three were still symptomatic. Two very different data analysis approaches were utilized, statistical parametric mapping (SPM) and scaled subprofile modeling (SSM). For SPM, analysis of covariance was applied on a voxel by voxel basis in order to identify areas that were significantly different in activation between conditions. In contrast to the previous study, no significant asymmetries in cortical rCBF were noted when rCBF was compared between the resting and stimulated state of acutely symptomatic patients. Comparison of rCBF in the stimulated state while patients were symptomatic and following recovery (four patients) indicated decreased rCBF in the contralateral thalamus and basal ganglia that returned to normal. For SSM a type of principal component analysis was performed in order to identify networks of brain areas that changed together (covaried). Of particular interest was the grouping of contralateral thalamus, caudate, and ventral lateral prefrontal cortex (Brodmann’s area [BA] 44/45, BA 11), supporting the results of the SPM analysis (Figure 25–1). In addition, most (3/4) of the patients who recovered had a moderate increase in rCBF in dorsolateral prefrontal cortex on the right (contralateral for two, ipsilateral for one), resulting in the appearance of hypoactivation of the left dorsolateral prefrontal cortex similar to that reported by Spence in patients with chronic symptoms (to be discussed below). An intriguing finding in the three patients with persisting deficits was that they had less activity in contralateral subcortical areas, par-
ticularly the caudate, at the first examination. Thus a finding of lower activation in these areas may predict poor recovery. The authors note that overall their findings support previous theories that attentional or motivational influences can modulate thalamus or basal ganglia to alter sensorimotor processes in conversion disorder. This is a salient study, as it points to involvement of subcortical structures in conversion disorder pathogenesis. The basal ganglia and thalamus participate in fronto-subcortical loops that modulate motor intention and sensory awareness under the influence of motivational state conveyed by reciprocal connections with the amygdala and orbitofrontal cortex. These findings suggest disruption of sensory processing, movement, motivation, and attention at multiple nodes of a widely distributed network.

A third study used functional magnetic resonance imaging (fMRI) to look at patterns of activation in response to sensory stimulation in chronic conversion disorder. Both innocuous (brush) and noxious (pressure) stimulation of either the affected (unperceived stimuli) or normal (perceived stimuli) limb were used in four patients with chronic pain and nondermatomal somatosensory deficits (NDSD). All had variable motor loss in the affected limb, as well. Unperceived stimuli failed to activate areas that were activated by perceived stimulation, notably: anterior insula, thalamus, caudal anterior cingulate cortex, and ventrolateral prefrontal cortex (BA 44/45). This is similar to the network identified in the previous study. Unperceived stimuli were also associated with deactivation in primary and secondary somatosensory cortex (S1, S2), posterior parietal cortex, and prefrontal cortex. Interpretation of deactivations in fMRI studies is presently controversial. Finally, unperceived (but not perceived) stimuli activated the rostral and perigenual anterior cingulate cortex (Figure 25–2), an area not yet implicated in studies of patients with acute symptoms. The authors suggest conversion disorder may be a functional deafferentation due to active inhibition of somatosensory processing by limbic areas concerned with emotion and attention. This interpretation is compatible with that suggested by Tiihonen et al. and with Ludwig’s hypothesis that “selective cortical inhibition of afferent stimulation” operates in hysteria to exclude a somatic function from consciousness.

Response of the Brain to Attempted Movement

Two studies using positron emission tomography (PET) found alterations in rCBF during attempted movement of the affected limb as compared to during movement of the normal limb in patients with chronic hysterical paralysis. Marshall et al. studied a single patient with hysterical left hemiparesis of 2.5 years’ duration. Voluntary movement of the unaffected right leg was associated with the expected increased rCBF bilaterally in dorsolateral prefrontal cortex, inferior parietal cortex, and cerebellum as well as contralateral primary sensorimotor and premotor cortex. Also as expected, preparation to move the normal limb increased rCBF in the same network, with the exception of primary sensorimotor cortex. In contrast, both preparation to move and attempted movement of the affected limb failed to increase rCBF in contralateral primary sensorimotor cortex, although cerebellum was activated. In addition, rCBF increased in contralateral anterior cingulate and orbitofrontal cortices. The authors note that both these areas have been found to be important for suppression of inappropriate motor responses. These results are similar to the previous study, and consistent with the functional disconnection hypothesis postulated above, with limbic-affiliated regions inhibiting or disconnecting cortical areas subserving motor planning and execution.

Spence et al. used PET to elucidate the distinction between hysterical and feigned paralysis. They studied two patients with hysterical left arm monoparesis of 10 and 12 months’ duration and one with hysterical right arm monoparesis of 6 months’ duration. All three exhibited relatively decreased rCBF in the left dorsolateral prefrontal cortex during attempted movement of the limb in comparison to both controls and healthy individuals simulating paralysis by pretending difficulty with moving a limb (feigners). In contrast, decreased rCBF was found in the right anterior prefrontal cortex in feigners compared to both controls and patients (Figure 25–3). The comparison done in the previous study (activations associated with normal movement versus attempted movement within a subject) was not reported. Since the left dorsolateral prefrontal cortex is involved in the programming and selection of motor patterns, dysfunction in the patients was interpreted as an abnormality of the higher components of volition.

Response of the Brain During Hypnotically Induced Paralysis

Halligan et al. used PET to study rCBF in a right-handed subject with hypnotically induced paralysis of the left leg. When the subject was asked to move the “paralyzed” leg, rCBF increased in the contralateral orbitofrontal and anterior cingulate cortices but not in the motor cortex. These results, virtually identical to those obtained by Marshall et al., support the hypothesis of prefrontal inhibition of motor and sensory cortex and suggest that hypnotic paralysis may be a good model of hysterical paralysis, as proposed 100 years ago by Janet. These two studies also lend themselves to an alternative interpretation. Instead of inhibition of motor and sensory cortex by limbic-affiliated regions, disconnection of intention from awareness may take place at the level of attention, producing a psychic blindness for sensation and movement analogous to anosognosia.
These studies, although they are preliminary in nature and involve small numbers of patients with different constellations and durations of symptoms, combine to support the hypothesis that conversion disorder is the result of dynamic reorganization of neural circuits that link volition, movement, and perception. Disruption of this network may occur at the stage of preconscious motor planning, modality-specific attention, or right fronto-parietal networks subserving self-recognition and the affective correlate of selfhood. Activation of the anterior cingulate during conversion motor paralysis and hysterical anesthesia may reflect hyperattention to pain or a site where inhibitory limbic input is conveyed to the motor cortex. Alternatively, the anterior cingulate may be the "hidden observer" whose activity reflects subliminal awareness of the conflict between intended action and outcome.

**Binding**

The literature on binding may lend neurophysiological support to neuroimaging observations suggesting abnormal functional connectivity in conversion disorder. Binding refers to transient oscillatory hypersynchrony lasting hundreds of milliseconds among neurons in thalamus, posterior heteromodal association cortex, and anterior brain areas involved in memory, motivation, and planning. Rapid integration of activity among these distributed neural populations is achieved through iterative and highly parallel signaling at a frequency of 40 Hz. With respect to working memory, for example, reentrant interactions between frontal and parietal regions facilitate the integration of the activity of spatially segregated brain regions into a coherent, multimodal neural process that is stable enough to permit decision-making and planning. Similar processes probably underlie conscious visual perception and the conscious experience of free will. In an auditory-visual associative learning paradigm, subjects who acquired awareness of the contingency schedule showed metabolic activation in a distributed network involving lateral prefrontal cortex, primary auditory and visual cortex, and medial cerebellum. As learning progressed, temporal coherence (binding) among these regions increased, suggesting that the involvement of prefrontal cortex, in interaction with other brain regions, is crucial for awareness. Functional disconnectivity, whether due to a structural brain lesion such as multiple sclerosis or head trauma, or to a sudden shift in neural state related to early adverse experience, may disrupt conscious perception and voluntary control of movement.

Brown and Marsden proposed that a primary role for the basal ganglia is to facilitate the binding of sensorimotor and dorsolateral prefrontal cortices and supplementary and cingulate motor areas in a coherent sequence of motor activity and thought. Slowness of voluntary movement, dystonia, and co-contraction of muscle agonists and antagonists are clinical hallmarks of basal ganglia dysfunction. Bradykinesia, dystonia, and co-contraction of agonists and antagonists also occur in conversion disorder and may likewise reflect dysfunction of frontal-subcortical circuits.

**Conclusion**

A growing body of neuroimaging studies is beginning to propose possible biological explanations for hysteria. The mapping of the brain in conversion disorder has implications for the conscious experience of self and the disruption of selfhood in dissociative identity disorder and schizophrenia. Performing larger studies that control for comorbidities such as depression, incorporating broader deficits (e.g., blindness), imaging limbic brain areas (e.g., the insula and amygdala), using novel techniques such as MEG, and studying patients at different phases of their illness are all necessary in order to develop a more detailed understanding of this biology.
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Recent Publications of Interest


Compared brain activation (fMRI) in normal individuals and patients with dissociative hand paralysis during two conditions, while observing movement and while performing (or attempting to perform) the same movement. The authors note that their results support the importance of preconscious processes in this disorder and suggest that these may be appropriate therapeutic targets.


Reviewed the literature (1965–2003) on misdiagnosis of organic diseases as conversion disorders. They found that the mean rate decreased from 29% in the 1950s to 4% in the 1970s and beyond, suggesting that improved diagnostic accuracy was not due to the introduction of improved diagnostic imaging.
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The principal cortical and subcortical connections of the medial dorsal (orange), anterior (blue), and lateral dorsal (pink) nuclei of the thalamus are color-coded onto a drawing of the medial cortical surface (right image) and two coronal myelin-stained brain slices (left images). The approximate locations of the coronal sections are indicated by vertical white lines on the medial illustration of the brain.
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FIGURE 26–1. The principal cortical and subcortical connections of the medial dorsal (orange), anterior (blue), and lateral dorsal (pink) nuclei of the thalamus are color-coded onto images of coronal myelin-stained brain slices and summarized into a color-coded circuit diagram. Reciprocal connections are indicated by color-coded circles. Afferents are indicated by color-coded triangles. The approximate locations of fibers of passage are indicated by open symbols. Each thalamic nucleus is filled with the appropriate color on the left side of brain slices. Subdivisions and usual abbreviations for each nucleus are summarized in the circuit diagram. Some anatomic structures are labeled for orientation. The approximate location of each coronal section is indicated by a vertical line on the adjacent medial illustration of the brain.
The thalamus has been referred to as the “Grand Central Station” of the brain because virtually all incoming information relays through it en route to the cortex. In turn, virtually all areas of the cortex project to divisions of the thalamus. Thus, knowledge of thalamic anatomy and connections is critical in understanding thalamic influence on cortical function and in the interpretation of functional brain imaging studies. The multiple systems for naming the divisions of the thalamus make the literature challenging. In addition, the illustrations used in traditional texts do not easily translate into the format of clinical imaging reports. The purpose of this paper is to bypass these obstacles by summarizing and synthesizing the complex functional anatomy of the portions of the human thalamus related to memory, emotion, and arousal. Color-coding is used to facilitate identification of the relevant nuclei and their connections. Clinical images are provided to assist in translating the anatomical knowledge to the bedside.

This communication is intended as a general guide, since both the connections and the functions of these nuclei are not completely understood. While some clinically based tracing of connections has been done, most of what is known comes from experimental studies. To assure the closest possible match to human functional anatomy, only the results from human and primate studies have been used in this synthesis. In the future, imaging techniques that allow functional anatomy to be studied in vivo in humans will provide the data needed to further refine these maps. In particular, the advent of much higher resolution magnetic resonance imaging will make fine mapping of pathway degeneration possible. Diffusion tensor imaging also shows promise for both pathway tracing and perhaps identification of individual thalamic nuclei in vivo. It is clear that the size and boundaries of both cortical projection areas and thalamic nuclei vary across individuals. Detailed studies that will eventually provide probabilistic maps of cortical functional divisions (i.e., Brodmann’s areas) are underway.

Thalamic nuclei that are generally agreed to be involved in memory, emotion, and arousal are filled with color on the left side of the coronal brain sections in Figure 26–1. They are the medial dorsal nucleus (orange), the anterior nucleus (blue), and the lateral dorsal nucleus (pink). These nuclei have intimate interconnections with cortical and subcortical areas (indicated by colored symbols on the coronal brain sections in Figure 26–1) that are considered part of the limbic system of the brain and deemed the limbic thalamus. They have also been termed the visceral thalamus because they are vital for maintenance of circadian rhythms and for the generation of normal sleep patterns. Some authors also include the midline, intralaminar, and medial pulvinar nuclei in the limbic thalamus because of their projections to the cingulate cortex.

The nomenclature, nuclear divisions, and subdivisions of the thalamus vary among medical specialties, a potential source of confusion when reading the literature of different fields. Two commonly used systems are summarized within the circuit diagram in Figure 26–1. Recognition of the various internal divisions of thalamic nuclei is increasingly important. The tracing of circuits within the brain has progressed to the point that function can be attributed, at least on a tentative basis, at this finer level of localization. A summary of the major connections of these nuclei is color-coded onto surface drawings of the cortex (see image at opening to this chapter) and images of coronal myelin-stained brain slices (Figure 26–1). Connections within both the left and right hemisphere are thought to be very similar. Connections with brainstem nuclei are not included as they are not currently thought to be specifically involved in limbic function.

### Medial Dorsal Nucleus

Medial dorsal nucleus (MD) has major reciprocal connections with orbital, medial prefrontal, lateral prefrontal, and anterior cingulate cortices. Reciprocal connections with supplementary motor and parietal cortices as well as the frontal eye fields have also been reported. It receives input from temporal polar, entorhinal, and primary olfactory cortices as well as much of the basal forebrain. This includes the septal nuclei, ventral pallidum, nucleus basalis of Meynert, and diagonal band of Broca. The amygdala, substantia nigra, and cerebellum also project to MD. These connections and the effects of injury to this region indicate a role in memory (perhaps specifically in retrieval of episodic memory), mood, motivation, and the sleep–waking cycle. It has been proposed that the connections of the MD segregate into at least three major functional circuits. The dorsal portion of the magnocellular part of MD (MDmc) has reciprocal connections with anterior cingulate cortex and is involved in motivation. The ventral portion of MDmc has reciprocal connections with orbital-frontal cortex and is involved in inhibition of inappropriate behavior. The parvicellular portion of MD (MDpv) has reciprocal connections with dorsolateral prefrontal cortex and is involved in mediation of executive functions.

### Anterior Nucleus

Anterior nucleus (AN) has major reciprocal connections with anterior and posterior cingulate cortices and the subiculum-presubiculum portion of the hippocampal complex. Lesser connections with orbital
frontal, dorsolateral prefrontal, and parietal cortices have also been reported.\textsuperscript{10,18,26–28,30,34,39,45,46,49} AN also receives major input from the mammillary complex.\textsuperscript{8,50} It may also receive a projection from the septal nuclei.\textsuperscript{16,36} These connections and the effects of injury to this region indicate a role in memory, modulation of the sleep–waking cycle, and directed attention.

**Lateral Dorsal Nucleus**

Lateral dorsal nucleus (LD) has major reciprocal connections with posterior cingulate and parietal cortices as well as the subiculum-presubiculum and entorhinal cortex portions of the hippocampal complex.\textsuperscript{8,10,11,26,27,34,48–52} It may also receive a projection from the septal nuclei.\textsuperscript{16,36} A role in integration of motivation and/or attention with sensory processes has been suggested.\textsuperscript{10,53}

**Pathology**

A common source of injury to the thalamus is vascular insult. Most vascular lesions are fairly large, affecting all or part of multiple nuclei as well as associated tracts. As a result, there is a great deal of overlap in symptoms related to infarction or hemorrhage from a particular artery that can serve the anterior and medial thalamus.\textsuperscript{54–58} Injury to the left is associated with deficits in language, verbal intellect, and verbal memory. Right-sided injury is associated with deficits in visuospatial and nonverbal intellect and visual memory as well as delirium. Medial thalamus appears to be particularly important for temporal aspects of memory. Bilateral injury is associated with severe memory impairment (thalamic amnesia) as well as dementia. Some researchers attribute the memory deficits to destruction of the tracts connecting limbic structures to AN and MD (mamillothalamic tract, amygdalolugal tract). Injury to the anterior and medial thalamus can also result in disturbances of autonomic functions, mood, and the sleep–waking cycle.\textsuperscript{59,60} Symptoms usually lessen with time, but commonly significant impairment remains.

The limbic areas of thalamus are vulnerable to nonvascular insults. Korsakoff’s syndrome results from thiamine deficiency (often as a result of alcoholism). It is characterized by both anterograde and retrograde amnesia, particularly for recent events, and confusion (acute). These symptoms have been attributed variously to involvement of the mammillary bodies, MD, and AN.\textsuperscript{3,61–63} Fatal family insomnias is a prion disease characterized by severe neuronal degeneration in AN and MD.\textsuperscript{64} Pathways are not affected. This degeneration is not visible on either computed tomography or magnetic resonance imaging, but is associated with anterior thalamic hypometabolism in some cases.\textsuperscript{53,66}

There may also be widespread cortical hypometabolism. Clinically there is progressive impairment of the sleep–waking cycle, progressing to total loss of sleep as well as autonomic dysfunction and gradual loss of hormonal circadian rhythms.\textsuperscript{67,68} Prior to death the patient becomes stuporous. The clinical features may be a direct result of neuronal injury in AN and MD or may result from disconnection of the hypothalamus, and limbic and prefrontal cortices.\textsuperscript{68}

**Conclusion**

The functional anatomy of the thalamus is both complicated and clinically important because multiple types of information pass through it on the way to the cortex. Thus, injury or dysfunction within the thalamus can alter functioning of other areas, as shown by remote alterations in cerebral blood flow and metabolism.\textsuperscript{59–76} Conversely, injury remote from the thalamus can cause thalamic dysfunction or degeneration.\textsuperscript{77–80} Knowledge of the functional anatomy of the thalamus should prove useful in evaluating diminished cortical functions caused by thalamic lesions. This includes, but is not limited to, patients undergoing functional imaging. It will promote understanding of thalamic lesions and hypometabolism caused by anterograde and/or retrograde degeneration following cortical injury. Additionally, it will aid in the detection of radiographically subtle, clinically significant lesions; in the planning of rehabilitation and psychiatric treatment; and in the planning of magnetic resonance imaging–guided thalamic surgery.
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Assessed cerebral glucose metabolism and clinical and electrophysiological measures in asymptomatic carriers of the mutation for fatal familial insomnia at multiple time points prior to and following symptom onset. Their data indicate that the degenerative process begins in thalamus 13–21 months prior to the advent of clinical symptoms.


Presents results from both macaque and human studies that support the existence of substantial dopaminergic innervation of thalamus, particularly in specific association, limbic, and motor nuclei. The origins of this innervation include dopaminergic neurons in hypothalami, periaqueductal gray matter, ventral mesencephalon, and the lateral parabrachial nucleus.
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Magnetic resonance surface renderings of brain showing statistical probability mapping in patients with borderline personality disorder. (Top) PET scans demonstrate reduced accumulation of AMT in medial prefrontal, orbital prefrontal, and anterior cingulate cortices in patients relative to controls. Reprinted with permission from Leyton et al.1 (Bottom) PET scans demonstrate reduced uptake of fluorodeoxyglucose in response to d,l-fenfluramine in similar regions of patients relative to controls. Reprinted with permission from Macmillan Publishers Ltd.2
Regulatory Pathways in Emotion Processing

**FIGURE 27–1.** Regions of importance in emotion regulation. Anterior cingulate cortex (*dark pink*), adjacent medial prefrontal cortex (*light pink*), ventromedial prefrontal cortex (*yellow*), orbital prefrontal cortex (*orange*), and dorsolateral prefrontal cortex (*blue*) are illustrated on diagrams of the brain. These interconnected structures work together to generate, process, and control emotions. Pathology in any of these regions or in the pathways connecting them may result in dysregulation of emotions.

**FIGURE 27–2.** fMRI of regional cerebral hemodynamic changes in patients with borderline personality disorder after viewing emotionally aversive slides. Subtracting the difference in changes after viewing aversive versus neutral slides in seven female patients from the difference in seven female controls revealed activation of the amygdala (arrows, left image) and fusiform gyrus (arrow, right image) in the patients, as indicated on axial magnetic resonance images (threshold=5.2, extent threshold=7, P<0.001 uncorrected).

**FIGURE 27–3.** Positron emission tomography scans of AMT trapping in normal subjects (top row) compared to subjects with BPD (bottom row) indicate lower serotonin synthesis capacity in many regions, including medial, lateral, and orbital prefrontal cortex in BPD.
Borderline personality disorder (BPD) is a multidimensional, heterogeneous condition. Several maladaptive traits characterize patients with this “cluster B” personality disorder, including impulsive aggression, affective lability, self-injury, and identity diffusion. They often maintain volatile relationships. This volatility causes significant social and occupational impairment and yields a lifetime suicide mortality rate of almost 10%—a rate 50 times higher than in the general population. Several recent publications review the diagnosis, prognosis, pathophysiology, and current treatment strategies for this debilitating condition. BPD afflicts 1%–2% of the general population, up to 10% of psychiatric outpatients, and up to 20% of psychiatric inpatients. Clinicians diagnose it more often in women. A recent study of more than 40 twin pairs with BPD reported a concordance rate of 35% for monozygotic twins and almost 7% for dizygotic twins.

Many patients with BPD suffer from comorbid psychiatric conditions. A study that included 59 patients with BPD found that all but one had a concurrent axis I disorder, and almost 70% had three or more. Sixty-one percent of the patients met criteria for major depressive disorder (MDD), 35% for posttraumatic stress disorder (PTSD), 29% for panic disorder with agoraphobia, 20% for a somatoform disorder, and 13% for a substance use disorder. Another study found that of 240 patients with BPD, almost 40% were diagnosed with at least one mood disorder. Specifically, 31% met criteria for MDD, 16% for dysthymia, 9% for bipolar I, and 4% for bipolar II.

**Neural Circuitry of Emotion Regulation**

One common denominator to the various clinical phenotypes of BPD appears to be dysfunctional regulation of emotions. According to Linehan, individuals with BPD are characterized by high sensitivity to emotional stimuli, high emotional intensity, and slow return of emotional arousal to baseline. This theory is supported by a number of studies that indicate higher affective lability and higher affective intensity in subjects with BPD, as compared to individuals with other personality disorders. Emotion regulation involves the processing, amplification, maintenance, and attenuation of emotions generated from internal and/or environmental stimuli. Davidson et al. give an excellent overview of the present understanding of dysfunction in the neural circuitry of emotion regulation as it relates to impulsive aggression, a common feature of BPD. Evidence suggests that threatening or aversive stimuli activate the amygdala, which in turn activates the anterior cingulate and prefrontal cortices. While the anterior cingulate may play a role in the cognitive evaluation/processing of mood and affect regulation, it has also been implicated in responses to conflict. The orbital prefrontal cortex appears to inhibit impulsive aggression by regulating the amygdala. Related prefrontal regions include the dorsolateral prefrontal cortex (Figure 27–1, blue), which may integrate emotions with cognition, and the ventromedial prefrontal cortex (Figure 27–1, yellow), which may involve general processing of emotions. Of note is that while some consider the ventromedial and orbital prefrontal cortices to be distinct regions (Figure 27–1, yellow and orange), they are often grouped as orbital prefrontal cortex in the psychiatric literature. In the psychiatric literature the anterior cingulate region includes not only the gyrus (Figure 27–1, dark pink) but also the adjacent medial prefrontal cortex (Figure 27–1, light pink).

Prefrontal serotonergic neurotransmission may play a role in modulating amygdala-driven emotional behavior. A variety of data suggest that dysfunctional serotonergic regulation predisposes individuals to the emotional disinhibition and impulsive aggression responsible for many of the volatile behaviors seen in BPD. Recent studies investigating the neurophysiological and neuroanatomical components of emotion regulation in BPD have used a number of electrophysiological, structural, and functional modalities. While these studies have been few in number and mostly unreplicated, they suggest that dysfunction in the neural circuitry of emotion regulation plays an integral role in BPD.

**Electrophysiological Studies**

A recent focus for electrophysiological work in BPD has involved exploration of the relationship between BPD and MDD using sleep electroencephalography (EEG). While many of the initial sleep EEG studies did not differentiate between patients with and without comorbid MDD, more recent studies have taken this factor into account. These studies have evaluated several sleep parameters, including those of sleep continuity, non-REM sleep duration, and REM duration and latency. Both patients with BPD alone and those with MDD alone exhibited increased sleep latency and decreased total sleep time in three studies but not in a fourth. Two studies found decreased REM latency in both groups. Increased REM density may also be present and the differences from normal may be greater in MDD than BPD. The relationship between BPD and MDD therefore remains unclear. It has been suggested that some of these parameters may serve as markers of predilection to mood disorders. Whether there is a common biological origin for these two disorders is an open question.
EEG has also been used to study the electrophysiological mechanisms of self-injurious behavior in BPD. Interestingly, it has been reported that about one-half of these patients deny feeling pain during self-inflicted injury. Some patients with depression also report decreased pain sensitivity. Given the high comorbidity between MDD and BPD, pain perception and mood regulation may be neurophysiologically correlated. To test this hypothesis, Russ et al. compared power spectrum analysis of EEG in patients with BPD who did not feel pain during self-injury (n = 19) and those who did (n = 22), as well as in patients with MDD (n = 15) and controls. Participants were asked to place one hand in a 10°C water bath and verbally rate their level of pain every 15 seconds for 4 minutes. The study found that in patients with BPD who denied feeling pain, theta power significantly and inversely correlated with reported pain both at baseline and during the cold water bath. There was a similar trend for patients with BPD who did report pain, though this was not statistically significant. The authors commented that in other studies, some theta activity localizes to the anterior cingulate cortex, a region that has been associated with depersonalization. They suggested that this association may correlate with decreased pain sensitivity, which in turn may play a role in mitigating noxious stimuli. The study also found that theta power directly correlated with the number of dissociative experiences resulting from the stimuli, providing further evidence that pain perception and mood regulation could be neuroanatomically and neurochemically related.

**Structural Imaging Studies**

Initial structural imaging studies using computed tomography (CT) revealed no volumetric or asymmetric abnormalities in patients with BPD, other than a narrower third ventricle in healthy women and in those with BPD. The authors questioned the significance of this finding, however, as it could be attributable to females in general.

Subsequent structural studies have used magnetic resonance imaging (MRI) to evaluate BPD. Lyoo et al. measured cortical and ventricular volumes in patients with BPD (n = 23) and found 6.2% smaller frontal lobe volumes compared to control individuals. This study excluded patients with additional axis I or II diagnoses, which may render the results unrepresentative of BPD as a whole, given the high prevalence of comorbid disorders. Further, the study did not control for brain size.

Subcortical structures have also been studied in patients with BPD. Driessen et al. measured hippocampal and amygdala volumes in patients with BPD reporting childhood physical or sexual abuse (n = 21), which are common in this disorder. While the study found no difference in whole brain volume between patients with BPD and controls, the patients had 16% smaller hippocampal volumes. A similar trend was found in the amygdala (8%), though this reduction was not statistically significant. These results concur with data from patients with PTSD from childhood abuse, suggesting that this decrease may correlate with traumatic experience rather than with BPD per se. Driessen et al. found no volume differences when they separated their patients with BPD by presence of PTSD. Of note is that the authors did not differentiate between patients who had an abusive background versus those who did not, nor did they consider comorbid MDD, which has also been associated with reductions in hippocampal volume.

**Functional Imaging Studies**

In the following discussion, locations within the prefrontal cortex have been translated into three divisions most familiar to the psychiatric community (Figure 27–1). In some instances, the description used within the study is included for completeness.

Functional MRI (fMRI) is a technique that localizes brain activity by imaging the influence of blood concentrations of deoxyhemoglobin, which alters signal through magnetic field changes. A recent fMRI study evaluated affective processing of women with BPD (n = 6) and no comorbid psychiatric illness or substance abuse while they viewed slides of emotionally aversive or neutral scenes. Increased activity in the amygdala (6/6), fusiform gyrus (6/6), orbital prefrontal region (4/6), and anterior cingulate region (3/6, referred to as the medial prefrontal gyrus) was found in the patients compared to controls (Figure 27–2). Both patients and controls showed activation of the temporal-occipital cortex. The authors noted that increased activation of the amygdala has also been reported in PTSD and obsessive-compulsive disorder (OCD) and may reflect the intense and prolonged emotions seen in BPD. Increased activation of the fusiform gyrus, which processes complex visual features such as facial expression, may be attributable to influence from the amygdala. The orbital prefrontal region directly connects to the amygdala and may modulate amygdala-driven emotional behavior. Enhanced prefrontal activation may therefore reflect cortical processing of the increased amygdala activity.

Proton magnetic resonance spectroscopy ($^1$H MRS) provides a measure of neuronal function. This technique generates signal by quantifying specified metabolites and plotting them on a spectrum. These metabolites include N-acetylaspartate (NAA, a marker of neuronal viability),
choline (Cho, a neuronal membrane constituent), and creatine (Cr, used as a standard due to its stable level). Signal may be expressed as a ratio of NAA or Cho to Cr or as an absolute quantification of metabolite concentration.

A pilot $^1$H MRS study in patients with BPD ($n=12$) and no comorbid psychiatric illness assessed NAA concentration in the left dorsolateral prefrontal cortex and left striatum. $^{29}$ Compared with controls, patients with BPD showed a significant (19%) reduction in absolute NAA concentration in the dorsolateral prefrontal region. Striatal levels were also decreased, but the difference was not significant, and ratios of NAA/Cr and Cho/Cr were not significantly changed, emphasizing the value of obtaining absolute quantification of metabolites.

Among the most widely used imaging techniques to measure brain activity is positron emission tomography (PET). This technique measures the signal of a radioactive tracer, such as $^{18}$F-fluorodeoxyglucose (FDG), and represents it on a tomographic map. FDG is a glucose analogue that is taken up into cells, including neurons, in the same manner as glucose. FDG cannot be metabolized, so it is trapped and thereby provides a measure of regional glucose metabolism. Various axis I disorders have demonstrated metabolic abnormalities, notably in the frontal lobes. $^{30}$ In some studies, patients with OCD or panic disorder have demonstrated hypermetabolism compared to controls. In others, patients with mood disorders, alcoholism, or schizophrenia have shown hypometabolism.

At least six studies have reported data on resting FDG uptake in patients with BPD. Among the first was De la Fuente et al.,$^{31}$ who studied FDG uptake specifically in the temporal lobes of patients with BPD ($n=10$). This region was selected to evaluate the theory that BPD may involve underlying epileptiform activity, as both patients with BPD and those with complex partial seizures share some common symptoms such as impulsivity. The study revealed no focal regions of asymmetry that would indicate an epileptic etiology, arguing against this theory.

Five studies measured resting FDG uptake throughout the brain in patients with BPD. Siever et al.$^2$ found no difference in uptake between patients with BPD and controls. Three studies reported decreased uptake relative to controls in the dorsolateral prefrontal region. $^{30,32,33}$ Both increased and decreased uptake have been reported in the medial and ventrolateral prefrontal regions. $^{30,32–34}$ One study reported decreased uptake in the orbital prefrontal region. $^{32,33}$ Another found that decreased FDG uptake in this area correlated with a greater history of aggression. $^{30}$ These findings support the theory that the orbital prefrontal region may modulate aggression through the inhibition of limbic regions (i.e., orbital prefrontal dysfunction results in limbic disinhibition).

Two studies reported differences in subcortical areas. De la Fuente et al.$^{32}$ found decreased uptake in the basal ganglia (caudate, lenticular nuclei, and ventral striatum) and thalamus. The anterior cingulate relays projections from higher-order sensory areas to other regions of the prefrontal cortex and basal ganglia, which is thought to enable emotions to affect motor planning. The basal ganglia are involved in the control of motor and emotional behavior, and the thalamus connects these nuclei to the cerebrum. The authors noted that hypometabolism of the thalamus has also been shown in bipolar depression, OCD, and schizophrenia. Hypometabolism of the basal ganglia has been shown in unipolar and bipolar depression, generalized anxiety disorder, OCD, schizophrenia, and alcohol abuse. One limitation of this study is that it included patients with BPD who had past comorbid MDD and/or past substance abuse. Juengling et al.$^{34}$ using statistical parametric mapping rather than regions-of-interest, found decreased uptake in the hippocampus but not the basal ganglia or thalamus. The authors noted that this might be due to decreased hippocampal volume, a possibility that requires further study.

A variety of studies have linked reduced serotonergic activity with impulsivity and depressive symptoms, which are common in BPD (see review in Soloff et al.$^{33}$). Two preliminary studies used $\alpha$-fenfluramine (FEN)-activated FDG to investigate possible serotonergic dysfunction in BPD. $^{2,33}$ FEN is a serotonin-releasing agent, so a blunted response compared to placebo suggests reduced serotonergic activity. Both studies found an attenuated response to FEN in the orbital prefrontal region in patients relative to controls, supporting previous findings of dysfunction in this area. Siever et al.$^2$ reported a blunted response in the dorsolateral prefrontal region, though Soloff et al. did not. Siever et al. found a blunted response in the anterior cingulate region and right superior parietal lobe. Soloff et al. found a similar response in the left temporal lobe, left parietal lobe, and left caudate. Of note is that while Soloff et al. studied only patients with BPD ($n=5$), Siever et al. included patients ($n=6$) who had overlapping diagnoses of borderline, paranoid, and histrionic personality disorders.

Recent studies have used $\alpha$-[11C]methyl-$\lambda$-tryptophan (AMT) with PET to more directly evaluate serotonergic synthesis capacity. AMT is converted to $\alpha$-methylserotonin, which is not a substrate for monoamine oxidase and thus accumulates in the brain. This, in turn, may provide a more direct index of serotonin synthesis than previous techniques. $^{35}$ Leyton et al.$^3$ studied AMT accumulation in patients with BPD ($n=13$) in conjunction with a test of behavioral disinhibition. They found that the patients made more errors than controls on a Go/No-Go task, and AMT accumulation inversely correlated with impulsivity scores.
Affected regions included the orbital prefrontal region, anterior cingulate region (including the medial prefrontal gyrus), temporal cortex, and caudate (Figure 27–3). The authors concluded that low serotonin synthesis capacity in the corticostriatal pathways may contribute to impulsivity in BPD. While none of the patients had MDD or substance abuse at the time of evaluation, several had additional cluster B personality disorders and/or a history of mood disorders or substance abuse.

**Conclusion**

The studies discussed in this paper are consistent in revealing dysfunction of interconnected prefrontal, limbic, and corticostriatal pathways that work together to process emotions and modulate behavior. They support the theory that reduced serotonin neurotransmission among these structures lowers the threshold for behavioral disinhibition, possibly involving downstream neurotransmitters such as γ-aminobutyric acid or dopamine. They further suggest a multifaceted etiology that accounts not only for the impulsivity of BPD but also for affective lability, dissociation, and comorbid mood disorders.

While many of the individual findings from these studies do not appear to be unique to BPD, the combination may be, thereby producing its characteristic symptomatology. Differences in specific locations, boundaries, and laterality remain unclear but may relate to the few numbers of patients studied and myriad variations in approach and technique, making cross-comparisons challenging. Moreover, most of these studies have yet to be independently replicated and should therefore be considered exploratory. While not easily avoidable in BPD, many of these studies included patients with comorbid psychiatric disorders and substance abuse.

Despite these limitations, however, the findings are provocative and encouraging. They require further research to replicate these results and clarify implications. Neuroimaging promises to play an integral role in solving the mystery of emotion regulation in BPD, which in turn may guide future treatment strategies.
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The approximate locations of the primary somatosensory nucleus (pink, perception of pain) and the midline and intralaminar nuclei (blue, emotional aspects of pain) of the thalamus are shown in the appropriate color on a myelin-stained coronal human brain section. Some of their cortical connections are illustrated on the lateral brain drawing. Color-coded circles indicate reciprocal connections between thalamus and cortical areas. Color-coded triangles indicate ascending inputs to thalamus from the spinothalamic tract (green) and dorsal raphe nucleus (orange). The approximate location of the coronal brain slice is indicated on the lateral brain drawing (gold line).
FIGURE 28–1. In the periphery, release of inflammatory substances following tissue injury activates C and A delta nociceptive endings (red) and increases their sensitivity. This decrease in the response threshold results in increased firing of these afferents in the spinal cord (felt as ongoing pain). Both nociceptive (red) and touch (purple) afferents activate the second-order spinal cord neurons (green), which send projections to the brain via the spinothalamic tract.

FIGURE 28–2. The spinothalamic tract (green, STT) projects to the primary somatosensory nucleus (pink) of the thalamus. This in turn projects to primary somatosensory cortex for perception of pain. The STT also projects to other thalamic nuclei. It is likely that the emotional aspects of pain are modulated in part by the influence of the midline and intralaminar nuclei (blue) on the anterior cingulate cortex. These higher centers also modulate perception of pain via brainstem structures. In particular, the dorsal raphe nucleus (orange) projects to both thalamus and spinal cord to modulate the intensity of pain.

FIGURE 28–3. Thalamic pain is often associated with a lesion of the posterolateral thalamus (Dejerine and Roussy syndrome) involving the primary somatosensory nuclei (ventroposterior lateral [VPL] and ventroposterior medial [VPM] nuclei), centromedian [CM], and pulvinar. The arterial supply to this area of thalamus is the thalamogeniculate branches (red, A) of the posterior thalamoperforating arteries (also called geniculothalamic, infenolateral, or infero-external optic). The area commonly served by these branches is illustrated on an axial brain section (red, B). More than half of thalamic hemorrhages and infarctions occur in this arterial group.
Chronic pain is one of the most common and challenging problems facing our society. It is the second leading cause of work loss in the United States and the third greatest health care problem after cardiac disease and cancer. It has widespread impact on patients, their families, friends, and the workplace. Its influence extends to businesses, industry, and health care systems throughout the United States. Approximately 30% of the U.S. population (75 million Americans) suffer from chronic pain, with approximately $65 billion spent annually to treat and manage this problem. Pain management has become an issue as studies have shown that only 40% of patients respond to current treatment regimens. Nursing organizations are proactively working to include pain as one of the basic vital signs, along with pulse, temperature, blood pressure, and respiration. Pain has already been included as the fifth vital sign by the Department of Veterans Affairs. In many hospitals, nurses are using pain rating scales as an initial assessment and evaluation tool. Nurses are teaching patients to use a pain scale in which zero is the minimum and ten the maximum. In 1999 the Joint Commission on Accreditation of Healthcare Organizations (JCAHO) approved revised standards for pain management and aggressive treatment. This has institutionalized pain nationwide as a vital sign for patient management. Currently a common strategy is to take an interdisciplinary approach that would help to recognize, document, and treat pain promptly and effectively. The recommended JCAHO standards are given in the Patient Rights Section One of their official handbook, The Comprehensive Accreditation Manual for Hospitals. These standards can be used for both staff and patient education.

The most difficult type of chronic pain to manage effectively is central pain. This type of pain results from injury to the ascending pain pathways and associated structures. Even quite small lesions to these areas can be clinically significant. Central pain has been reported following 3%–8% of strokes, occurs in 20%–44% of multiple sclerosis patients, and is recognized with increasing frequency in Parkinson's disease. Commonly, patients are referred to psychiatry for evaluation when central pain has gone unrecognized or misdiagnosed as “drug-seeking,” mood disorder, or somatoform disorder. The purpose of this paper is to summarize the complex functional anatomy of central pain and briefly note the therapeutic options for its treatment.

**Functional Anatomy of Pain**

Normal pain (nociceptive pain) results from activation of free nerve endings in peripheral tissues. These nociceptive primary afferents have little or no activity under normal circumstances. Release of inflammatory substances following tissue injury activates A delta nerve endings (small-diameter myelinated fibers that carry pinprick or primary pain) and C nerve endings (small-diameter unmyelinated fibers that carry slow-burning or secondary pain), increasing their sensitivity. This decrease in the response threshold results in increased firing of these afferents in the spinal cord (felt as ongoing pain). Both nociceptive and touch afferents converge on and activate second-order spinal cord neurons, which send projections to the brain via the spinothalamic tract (Figure 28–1). This convergent input (and co-release of substance P, which activates neurokinin receptors) causes hyperexcitability in the second-order neurons in the spinal cord. Responses are increased both to nociceptive input (hyperalgesia) and to touch. Light touch in and around the area of injury evokes pain (alldynia). Peripheral tenderness spreads beyond the actual area of injury as a result of this sensitization (secondary hyperalgesia).

From the spinal cord, pain sensation is relayed to thalamus and brainstem via the spinothalamic and spinomesencephalic tracts (Figure 28–2). From the thalamus, the pain system is believed to separate into a lateral system involved in perception of pain (sensory and discriminative) and a medial system involved in emotional coloring of pain (affect and motivation). The projection to the primary somatosensory nucleus of the thalamus (ventral posterior complex, VP) is important for perception of pain. VP in turn projects to primary (SI) and secondary (SII) somatosensory cortices as well as the dorsal portion of middle-posterior insular and posterior parietal cortices (see image at opening of chapter and Figure 28–2). The spinothalamic tract also projects to other thalamic nuclei. It is likely that the emotional aspects of pain are modulated in part by the influence of the midline and intralaminar nuclei on the anterior cingulate cortex (Brodmann's area 24) as well as anterior insular and orbitofrontal cortex (see image at opening of chapter and Figure 28–2).

Higher centers also modulate pain via brainstem structures. In particular, the dorsal raphe nucleus in the brainstem projects to both the thalamus and spinal cord to modulate the intensity of pain. The periaqueductal gray receives projections from many limbic, sensory, and autonomic structures. Among other actions, it modulates the activity level of the dorsal raphe nucleus. Functional brain imaging studies using positron emission tomography and functional magnetic resonance imaging have shown activation in somatosensory, prefrontal, cingulate, insular, and parietal cortices, thalamus, midbrain, and basal ganglia in response to painful stimuli. Receptor mapping and binding studies indicate that many areas included in the medial pain system are also part of the en-
Therapeutic Options for Central Pain

Treatment of central pain can be difficult. To manage these patients effectively, it is very important to recognize and diagnose central pain early, because the longer it goes untreated, the harder it is to control. In the last two decades many different approaches have been tried. There is no single method that will reliably and effectively work in all patients.

Medications are successful in some patients, but only a few double-blind studies have been done. Systemic narcotic analgesics are occasionally effective. Tricyclic antidepressants are reported to relieve central pain in more than one-half of patients. Addition of mexiletine to amitriptyline may provide pain relief in previously unresponsive patients. Tricyclic antidepressants, however, come with significant drawbacks due to their anticholinergic and sedative properties as well as the small safety margin (lethal in overdose). Carbamazepine may also be useful. Other medications, such as lamotrigine, gabapentin, and nefazodone, also show promise for the treatment of central pain, but at present the evidence is limited to case studies and anecdotal reports. Initial double-blind studies indicate that the newer generation antidepressants that are specific serotonin reuptake inhibitors are probably not effective.

Electrical brain stimulation has been tried in patients in whom medications have failed. Common targets are VP of the thalamus, posterior limb of the internal capsule, and motor cortex, although brainstem stimulation is used in some instances. Deep brain stimulation is reported to be successful in more than half of chronic pain patients overall, but it provides relief to only 20%–24% of patients experiencing central pain. Surface stimulation of motor cortex, in which electrodes are placed in the epidural space over the portion of motor cortex serving the body area where the pain is experienced, is reported to provide relief in 46%–77% of central pain patients.

Brain lesioning is the last resort for the treatment of central pain patients. It is seldom used because of the high risk of developing iatrogenic central pain. The main targets for this type of treatment are thalamic (VP, medial thalamus, intralaminar nuclei). Success rates are difficult to determine, although one series reported 60% of patients (3/5) benefited from lesion of the centromedian nucleus (one of the intralaminar nuclei).

Summary

Central pain is the most difficult type of chronic pain to manage. It results from injury to the ascending pain pathways and associated structures, and may be seen in a wide range of conditions, including stroke, multiple sclerosis, and Parkinson’s disease. To manage these patients effectively, it is very important to diagnose central pain promptly. A better understanding of the basic pain mechanisms and pathways will aid the clinician in recognizing central pain and help in choosing treatments customized to specific patients. Aggressive treatment of central pain also complies with the recent recommendations made by the JCAHO.
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New areas in which estrogen receptors have been confirmed in primates are illustrated on a sagittal drawing of the human brain. Structures are color-coded by function: memory (blue: basal forebrain, hippocampal formation, mamillary body); emotion (pink: amygdala, dorsal raphe nucleus); movement (green: subthalamic nucleus, substantia nigra).
FIGURE 29–1. New areas in which estrogen receptors have been confirmed in primates are illustrated on drawings of axial human brain slices. Structures are color-coded by function: memory (blue: basal forebrain, hippocampal formation, mammillary body), emotion (pink: amygdala), movement (green: subthalamic nucleus, substantia nigra).

FIGURE 29–2. Immunohistochemical double labeling shows localization of the estrogen alpha receptor (yellow-brown label in neuronal nuclei) and choline acetyltransferase (blue label in cytoplasm) in the primate amygdala. Note that the co-association of cholinergic axon terminals with estrogen receptor–containing neuronal cell bodies is clear on the higher-magnification image (right).

FIGURE 29–3. Photomicrographs of cultured hippocampal neurons immunohistochemically labeled with Dil (a plasma membrane dye) so that individual spine morphology could be visualized in the confocal microscope. The neurons on the right have been exposed to estradiol (0.1 µg/mL) for 48 hours; the ones on the left have not. Note the marked increase of the number of mature spines on the dendrites of neurons exposed to estradiol.
The sex steroids have been associated with brain development and global functioning directly or indirectly for thousands of years. Writings from the ancient Greeks and Egyptians linked emotional instability or any unacceptable behavior from a female with the uterus. Modern medicine continues to be perplexed by the influence of reproductive steroids on behavior. For example, a PubMed search of “estrogen and brain” gives 10,846 references since 1963. As 21st-century neuropsychiatrists try to understand the brain circuits and neurotransmitters that underlie emotion and behavior, the influence of sex steroids begins to establish its importance. Estrogen and mood is a much-studied area. Recent evidence indicates that at least a subset of depressive disorders are influenced by estrogen’s effects at many points, particularly the premenstrual and perimenopausal times. A recent issue of a neuropsychiatric journal was dedicated to summarizing the current literature on the effects of estrogen on mood throughout the female life cycle. But what about estrogen’s effects on other cortical functions? Cognition is an area of particular interest to the neuropsychiatrist. The current database and established truths for a relationship between cognition, neurodegeneration, and the sex steroids are much more limited. As our population ages and dementia becomes more prominent in our medical practices, it is vital that we more clearly understand any relationship between these steroids and neurodegeneration. The following discussion summarizes some of the most recent evidence linking one sex steroid, estrogen, with cognition and neurodegeneration.

### Estrogen and Cognitive Function

There have been numerous reports of an association between estrogen and performance on specific measures of higher cognitive function. In particular, higher estrogen levels have been associated with improvements in verbal performance and decrements in visual-spatial performance. However, a subsequent summary of the literature concluded that although there is observational evidence for estrogen enhancement of certain aspects of cognitive functioning, quantitative comparison across studies cannot be performed because of heterogeneity among subjects and variability in the cognitive measures used. A comparison of two more recent studies illustrates this problem. Both were prospective studies in which performance on the Forward and Backward Digit Span test was compared in groups of postmenopausal females over time. In one, females receiving estrogen replacement therapy (ERT) performed better than females not receiving ERT at both study initiation and 18 months later. In the other, there were no differences in performance on this task, either at initiation or 2 years later. However, the second study matched participants for educational level. In general, females on ERT are better educated, have higher socioeconomic status, and are healthier than females who are not. Mood is also a critical variable that is sometimes overlooked. In most studies circulating levels of hormones have not been measured, making comparisons difficult. The situation is further complicated by the report that cerebrospinal fluid levels of estradiol (presumably representing hormone levels in the brain) are very different from circulating levels and do not decrease as much following menopause.

### Estrogen Receptor Mapping

In addition to the well-known localization of estrogen receptors within hypothalamic nuclei, which are important for regulation of sexual and reproductive behaviors (not illustrated), estrogen receptors have now been found in other areas of the brain (see image at opening of chapter and Figure 29–1). There are at least two forms of the estrogen receptor (alpha and beta), and their distributions within the brain are different. Receptor mapping studies do not all agree, perhaps because several different techniques (autoradiography, in situ hybridization, immunocytochemistry) and multiple species (mouse, rat, guinea pig, monkey, human) have been used. There are clear species differences, so the following summary is based only on studies of human and nonhuman primates (see image at opening of chapter and Figure 29–1). Several studies have found estrogen receptors in the hippocampal formation (hippocampus proper, dentate gyrus, subiculum, and entorhinal cortex), basal forebrain (septal nucleus, diagonal band of Broca, and nucleus basalis of Meynert), and mammillary bodies (see image at opening of chapter and Figure 29–1, blue areas). Estrogen receptors are present in movement-related areas including the substantia nigra and the subthalamic nucleus (see image at opening of chapter and Figure 29–1, pink area). Estrogen receptors are present in movement-related areas including the substantia nigra and the subthalamic nucleus (see image at opening of chapter and Figure 29–1, green areas). They may also be present in the cerebellum (not illustrated), but exact localization is still unclear. Most studies have not found estrogen receptors in the basal ganglia (caudate, putamen, or globus pallidus). Several studies have reported estrogen receptors in various areas of the cerebral cortex (not illustrated), but this is still controversial. No obvious differences have been reported between females and males in regional distribution of the alpha estrogen receptor. There may be gender differences in the distribution of the beta form of the receptor. One study...
has reported similar distributions of estrogen receptors in intact and ovariectomized females.15

Estrogen has multiple modes of action within the central nervous system.12,20–24 It binds to a nuclear receptor, acting intracellularly to alter gene expression. Estrogen actions via this genomic mechanism, which are necessarily slow, may include inhibition of apoptosis, suppression of inflammatory reactions, and modulation of neurotransmitters and growth factors as well as neuronal structure and synapse formation. Estrogen also has rapid actions, occurring far too quickly for genomic mechanisms. These may include its antioxidant effects as well as enhancement of cerebral blood flow and cerebral glucose utilization. These nongenomic effects probably occur via both plasma membrane receptors and non-receptor-mediated pathways. Some actions, such as modulation of neurotransmitters, may occur by both genomic and nongenomic mechanisms.

Estrogen interacts with multiple neurotransmitter systems at multiple sites. For instance, it has been shown to modulate the levels of dopamine (upregulation), serotonin (downregulation), norepinephrine (downregulation), and acetylcholine (upregulation) in prefrontal cortex.25 This may occur via direct actions within cortex, or indirectly via estrogen receptor–mediated changes in brainstem or basal forebrain areas. Estrogen co-localizes with some neurotransmitters. Estrogen receptors have been found in serotonergic neurons within the dorsal raphe nucleus, where estrogen appears to facilitate serotonergic transmission by several mechanisms.26 Estrogen alpha receptor–containing neurons in the amygdala are heavily invested with cholinergic terminals projecting from the basal forebrain (Figure 29–2).15 Estrogen modulates aspects of neuronal plasticity, including dendritic spine formation. In the hippocampus, for instance, estrogen receptors are localized in GABAergic interneurons. Estradiol exposure decreases the activity of these inhibitory interneurons.

Estrogen may also be important in other neurodegenerative diseases. Epidemiological studies generally support the view that ERT reduces the risk of developing Alzheimer's disease (AD),22–24,34,35 which occurs more frequently and progresses more quickly in females.23 It has been suggested that estrogen's anti-inflammatory action may be one important protective mechanism.31 The process is not yet clear, since there is not a decrease in cortical estradiol or testosterone in AD.36 The influence of ERT on the progression of neurodegeneration after onset is more controversial, as are ERT's effects on cognition. There was an absence of therapeutic effect on measures of cognition, mood, and cerebral blood flow in a recent double-blind, placebo-controlled study of ERT in AD,37 suggesting that its therapeutic use needs further study.

The incidence of stroke is lower in premenopausal females than in other groups (males, postmenopausal females), perhaps a result of estrogen's influence on cerebral vasculature, its effect on circulating levels of cholesterol, and/or its antioxidant actions.20,23,38 Although some reports indicate ERT lowers the risk of stroke after menopause, not all studies agree.38 A recent large study actually found more clinically significant brain atrophy in postmenopausal females who were receiving ERT than in those who were not.39 In that study, the prevalence of infarcts as demonstrated by magnetic resonance imaging was not different between ERT and non-ERT groups, and measures of cognitive functioning did not correlate with duration of estrogen treatment. Similarly, although some studies have reported that females fare better than males following traumatic brain injury, a recent meta-analysis of the few studies available reporting outcome by gender found that females fared worse than males on virtually every outcome measure, with the interesting exception of “return to work.”40,41 Thus, although the neuroprotective actions of estrogen have been convincingly demonstrated in animal models of ischemia, contusion, hypoxia, and drug-induced toxicity, its protective effects in humans are less clear.20,23,24 There is a need for careful clinical studies in which potentially confounding factors such as premorbid conditions, severity of injury, and treatment differences can be assessed.

---

Neuroprotective and Neurotrophic Effects of Estrogen

Estrogen has neuroprotective and neurotrophic actions that may be mediated by a variety of routes. Estrogen receptors (both alpha and beta forms) have been found in microglia and within reactive astrocytes.30,31 In addition, there is evidence that estrogen suppresses activation of microglia and astrocytes and thereby the inflammatory cascade.31,32 Circulating estrogen is critical to the health of some types of neurons. This has been clearly demonstrated for a subpopulation of dopaminergic neurons in the substantia nigra, suggesting the importance of estrogen in Parkinson's disease.33 It is not yet clear whether this effect on dopaminergic neurons is mediated via the intracellular estrogen receptor or by a plasma membrane receptor for estradiol, although the antioxidant actions of estrogen have been implicated.21

Estrogen may also be important in other neurodegenerative diseases. Epidemiological studies generally support the view that ERT reduces the risk of developing Alzheimer’s disease (AD),22–24,34,35 which occurs more frequently and progresses more quickly in females.23 It has been suggested that estrogen’s anti-inflammatory action may be one important protective mechanism.31 The process is not yet clear, since there is not a decrease in cortical estradiol or testosterone in AD.36 The influence of ERT on the progression of neurodegeneration after onset is more controversial, as are ERT’s effects on cognition. There was an absence of therapeutic effect on measures of cognition, mood, and cerebral blood flow in a recent double-blind, placebo-controlled study of ERT in AD,37 suggesting that its therapeutic use needs further study.

The incidence of stroke is lower in premenopausal females than in other groups (males, postmenopausal females), perhaps a result of estrogen’s influence on cerebral vasculature, its effect on circulating levels of cholesterol, and/or its antioxidant actions.20,23,38 Although some reports indicate ERT lowers the risk of stroke after menopause, not all studies agree.38 A recent large study actually found more clinically significant brain atrophy in postmenopausal females who were receiving ERT than in those who were not.39 In that study, the prevalence of infarcts as demonstrated by magnetic resonance imaging was not different between ERT and non-ERT groups, and measures of cognitive functioning did not correlate with duration of estrogen treatment. Similarly, although some studies have reported that females fare better than males following traumatic brain injury, a recent meta-analysis of the few studies available reporting outcome by gender found that females fared worse than males on virtually every outcome measure, with the interesting exception of “return to work.”40,41 Thus, although the neuroprotective actions of estrogen have been convincingly demonstrated in animal models of ischemia, contusion, hypoxia, and drug-induced toxicity, its protective effects in humans are less clear.20,23,24 There is a need for careful clinical studies in which potentially confounding factors such as premorbid conditions, severity of injury, and treatment differences can be assessed.
Implications

The influence of estrogen on such a wide range of brain functions has important implications for neuropsychiatry. It may be one reason why there are gender differences in both vulnerability to some mental illnesses and disease course. It suggests, as well, the potential for differences in response to therapeutics both across gender and as a function of life stage. The neuroprotective effects of estrogen raise the hope that it can be used to treat degenerative diseases of the central nervous system, such as Alzheimer's disease. It may also be helpful in salvaging tissue after stroke and traumatic brain injury. The existence of at least two forms of the estrogen receptor, and the differences in their distribution among brain areas, raises the possibility of designing pharmaceutical interventions that are targeted to specific aspects of estrogen's wide range of functions. It is clear, however, that estrogen has such widespread effects that it will be very difficult to predict what the effect of estrogen agonists and antagonists will be for particular aspects of cognitive function. Thus, new therapeutics will have to be very carefully evaluated.
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Recent Publications of Interest

Maki PM: Hormone therapy and cognitive function: is there a critical period for benefit? Neuroscience 2006; 138:1027–1030
Reviews the evidence that, while hormone therapy appears to be detrimental when started later in life, early hormone replacement may be beneficial.

Summarizes the influence of estrogen on multiple physiologic processes and its involvement in the development or progression of many diseases, including cancer, osteoporosis, lupus, and neurodegenerative and cardiovascular diseases.

Provides an overview of the therapeutic potential of isomers of estradiol that have potent neuroprotective activity coupled with greatly reduced hormonal activity.

In the last 10 years, great strides have been made in the application of technology to medicine. Procedures that previously were inconceivable have become possible with the help of computers. Diagnostics have certainly taken advantage of the technological revolution. Although treatment of psychiatric disease has improved, it has been at a significantly slower pace. This is probably due to many factors, including the great complexity of the brain and the circuits that underlie behavior and cognition.

In this section of the text, applications of imaging to the treatment of neuropsychiatric disease are presented. This section is the briefest. However, treatment-related applications of imaging may have the most life-changing impact for our patients in the near future. As neurotransceptor-specific ligands become more widely available, imaging may help to identify which medications or nonmedication treatments will help the patient the most, identify treatments to avoid, and be useful in the prevention of functional decline. The reader should be mindful that this area of study is very new and many advances are yet to be made. The papers can be read in sequence or individually for a particular area of interest. At the conclusion of this section, the reader should have a basic understanding of how imaging helps to explain why particular treatment strategies did not work in history or may be useful in future therapeutics.
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Chapter 30

PREDICTING TREATMENT RESPONSE IN OBSESSIVE-COMPULSIVE DISORDER

ROBIN A. HURLEY, M.D.
SANJAYA SAXENA, M.D.
SCOTT L. RAUCH, M.D.
RUDOLF HOEHN-SARIC, M.D.
KATHERINE H. TABER, PH.D.

Axial sections show areas of importance in obsessive-compulsive disorder as revealed by different functional imaging techniques (see Figures 30–1 through 30–3 for details). Each panel is color-coded to the relevant brain region shown on the sagittal illustration of midline cortex (top): orbitofrontal cortex (OFC, orange), anterior cingulate cortex (AC, green), and posterior cingulate cortex (PC, blue). The approximate axial cuts are indicated in yellow on the sagittal illustration.
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FIGURE 30–1. Retrospective analysis of pretreatment PET regional cerebral glucose uptake (rCMRglu) scans in OCD patients. Response of OCD to paroxetine was associated with higher pretreatment rCMRglu in the right caudate, whereas response to adjunctive risperidone in refractory patients was associated with higher pretreatment rCMRglu in right orbitofrontal cortex and bilateral thalamus, as indicated in color (light yellow is highest level of significance) on coronal (left, middle) and sagittal (right) magnetic resonance images.

FIGURE 30–2. Retrospective analysis of preoperative PET regional cerebral glucose uptake (rCMRglu) scans in OCD patients prior to cingulotomy. A correlation analysis was performed between preoperative rCMRglu and improvement in postoperative Yale-Brown Obsessive Compulsive Scale score. The only area that was statistically significant was the posterior cingulate, in which higher preoperative rCMRglu was associated with greater postoperative improvement. This area is indicated on axial (left) and sagittal (right) magnetic resonance images. Reprinted with permission from Rauch et al. 21

FIGURE 30–3. Retrospective analysis of pretreatment SPECT regional cerebral blood flow (rCBF) scans in OCD patients. Higher rCBF in anterior cingulate prior to treatment was found in medication responders, as indicated in color (red indicates highest level of difference) on axial (left), sagittal (middle), and coronal (right) brain templates. Reprinted with permission from Hoehn-Saric et al. 22
“Possession” by evil spirits was once the diagnosis for those who were having obsessive ruminations about religion, sex, or other subjects that were intrusive or distressing. Although the concept of “possession” was dismissed long ago, modern medicine still does not have a complete understanding of what is now termed obsessive-compulsive disorder (OCD). This anxiety disorder is characterized by intrusive reoccurring thoughts or images that have such themes as danger, contamination, religion, sex, or symmetry. These thoughts are distressing to the sufferer and are recognized as irrational. To relieve anxiety associated with the thoughts, the obsessor often engages in compulsions or ritualistic actions. These include counting, checking, hand washing, and repetition of words, phrases, or other actions. Many good reviews of this disorder have been published to update clinicians on the latest theories of pathologic development, diagnosis, prognosis, and treatment strategies. OCD has a worldwide prevalence of 2%–3% and a mean age at onset in the twenties to thirties, although it often arises in childhood. It is a chronic disorder with many comorbid conditions. For example, two-thirds of OCD patients have major depressive disorder.

Many studies have been done to identify the neuroanatomical substrate of OCD. Much of this work has involved neuroimaging. Initial structural studies with computed tomography (CT) and magnetic resonance imaging (MRI) revealed a variety of volumetric or asymmetric changes in cortical and subcortical structures of OCD patients. The consistent theme was abnormalities in the circuits that include the orbitofrontal and anterior cingulate cortices, basal ganglia, and thalamus. Additional work with functional imaging has allowed a further refinement in the proposed abnormal circuitry, including increased activity in the excitatory or direct pathways as compared with the indirect or inhibitory pathways through the basal ganglia. Saxena et al. have published an excellent review describing these pathways and the neuroimaging studies that led to the current neuroanatomical theory of OCD. They not only review the circuitry, but also update the four areas of imaging studies in OCD: studies comparing OCD patients and control subjects; studies of patients before and after treatment; studies provoking symptoms; and studies of cognitive activation. Theories to explain these circuit abnormalities include absence of normal developmental “pruning” during neuronal maturation, streptococcal infection, hypoxia to the striosomes of the striatum, and genetic abnormalities in enzyme and monoamine functions.

Treatment is presently unpredictable, with most patients achieving only a partial response. The current standard of care is to offer behavioral psychotherapy and medication. The medications of choice are selective serotonin reuptake inhibitors (SSRIs), which allow 65%–70% of patients to attain a moderate (30%–60%) improvement in symptoms. Psychosurgery (cingulotomy or capsulotomy) is done very infrequently to help the most severe nonresponders to all other therapeutic options. This treatment also provides only modest improvements. It would clearly be immensely valuable to separate patients into more homogeneous groups in order to target treatment strategies. The literature relevant to prediction of treatment response is both promising and sparse. The varied approaches can be grouped into those focused on pretreatment symptoms, electrophysiological parameters, and functional brain imaging.

**Prediction Based on Symptoms: Dimensional Model of OCD**

An obvious hypothesis, given the extensive range of symptoms that may be present in OCD, is that the predominant symptoms displayed can be used to group patients into treatment categories. Most studies have approached this by categorizing patients into subgroups based on presence/absence of specific OCD symptoms, such as compulsions or cleaning rituals. This approach has not been particularly successful (see reviews). A more promising approach applies factor analysis techniques to identify symptoms that are highly intercorrelated, thus collapsing many symptoms into a few symptom dimensions. In the initial study, the number of dimensions was expanded to five: aggressive/checking; sexual/religious; contamination; and symmetry/hoarding. The symmetry/hoarding dimension correlated with comorbid Tourette’s syndrome or chronic tic disorder, suggesting that this subgroup would benefit from neuroleptic medication. In the larger follow-up study, the number of dimensions was expanded to five: symmetry/ordering; hoarding; contamination/cleaning; aggressive/checking; and sexual/religious obsessions.

Not surprisingly, overall severity of symptoms prior to treatment was related to post-treatment severity of symptoms. In addition, higher scores on the hoarding dimension correlated with poorer response to SSRIs.

**Prediction Based on Electrophysiological Measures**

Both quantitative electroencephalography (qEEG) and event-related potential (ERP) studies have been done in the context of predicting treatment response in OCD.
In qEEG analyses, a mathematical method (the fast Fourier transform) is used to convert a block of EEG into a power spectrum so that concrete measures can be made. The power spectrum is split into standard frequency bands (delta, 1.5–3.5 Hz; theta, 3.5–7.5 Hz; alpha, 7.5–12.5 Hz; beta, 12.5–25 Hz) prior to measurement of absolute and relative power, mean frequency, and inter/intrahemispheric coherence/symmetry. In a pilot study, baseline (pretreatment) measures were compared for responders and nonresponders to medication (clomipramine or fluoxetine).11 Responders showed increased power in the alpha and beta bands, particularly in frontal regions. Nonresponders showed decreased power in the delta band, particularly in the posterior regions. In a follow-up study, cluster analysis was used to identify subgroups.12 Decreased power in the delta band was present in both subgroups of patients. Increased power in the theta band, particularly in anterior regions, defined patient group 1. Increased power in the alpha and beta bands, particularly in the anterior and central regions, defined patient group 2. Group 1 contained mostly nonresponders (71%), group 2 mostly responders (88%). These results were replicated in a larger study from the same group.13 The authors note that SSRIs have been shown to decrease alpha activity. Thus, SSRIs may help normalize brain activity in responsive patients. On the basis of these findings, they suggest that OCD may include pathophysiologically different subgroups with a similar clinical expression.

ERPs are the summed electrical activity recorded from scalp electrodes following a stimulus presentation. A variety of situations or tasks are used in this type of study, and the ERP has a characteristic shape for each. A very simple task commonly used requires monitoring of a series of sounds (e.g., tones, words) and responding in some manner (e.g., pushing a button, keeping count) whenever a designated different sound is presented ("oddball" task). The different, rarely occurring, sound is the target. Early portions of the waveform are related to initial sensory reception and analysis of the stimulus. The subsequent N2 and P3 peaks relate to stimulus evaluation and perceptual synthesis.14,15 In one set of studies, the latencies of the N2 and P3 peaks were shortened in patients who later responded well to SSRIs.14,15 The amplitude of the N2 component may also be predictive of SSRI responsiveness, but in a complex manner. When simple sound stimuli (tones) were used, an increased N2 amplitude correlated with SSRI responsiveness.16 When complex sound stimuli (words) were used, decreased N2 amplitude correlated with SSRI responsiveness.14,15 Thus, both accelerated processing and abnormal stimulus evaluation in this task may identify OCD patients likely to respond well to SSRIs. The authors note that these findings are consistent with the cortical hyperarousal model of OCD. These are promising results, but relatively few patients were studied, and the robustness and generalizability of the findings have not yet been demonstrated.

**Prediction Based on Functional Brain Imaging**

Two types of functional brain imaging have been used to study prediction of treatment response in OCD patients: positron emission tomography (PET) and single-photon emission computed tomography (SPECT). Functional imaging uses radioactive tracers followed by imaging to measure brain activity. All of the PET studies mentioned below used glucose utilization ([18F]-fluorodeoxyglucose; FDG-PET) as their tool for examining brain function. The published SPECT study involved measurements of regional cerebral blood flow (rCBF) using [99m Tc]HMPAO. In comparison with SPECT, PET has better spatial resolution, but it is more expensive and not widely available. Although together these studies are very few in number, complex, and expensive to undertake, the concepts studied are exciting and the results are encouraging.

**PET Imaging**

One of the first studies to look for predictors of treatment response used FDG-PET scans in 18 adults with childhood-onset OCD.17 Patients who had pretreatment lower metabolic rates in the right orbitofrontal and right anterior cingulate cortices responded better initially to clomipramine (2 months of treatment). However, these measures were not predictive of good therapeutic response at 1 year.18 Interestingly, good therapeutic response at 1 year correlated with pretreatment normalized rate of metabolism (region of interest divided by whole hemisphere) in the left caudate. However, on later follow-up scans, responders and nonresponders had similar left caudate metabolic rates. The authors noted uncertainty as to how this finding should be interpreted.

Brody et al.19 performed FDG-PET before and after treatment in 27 patients diagnosed with OCD. Eighteen of the patients had chosen behavioral therapy, and nine had chosen fluoxetine treatment. Results were surprising. In the behavioral therapy group, patients with higher pretreatment normalized metabolism in left orbitofrontal cortex had a better response. In the medication group, patients with lower pretreatment normalized metabolism in left orbitofrontal cortex had a better response. The authors propose that the behavioral therapy results may be related to the orbitofrontal cortex function of mediating responses to situations where the “affective value” changes.
Behavioral therapy targets that assignment of value. Results for the fluoxetine group were similar to previous work in which higher orbitofrontal metabolism (although on the right rather than left) was associated with more severe illness and less robust response to medication. One possible source of bias in this study is that the patients self-selected their therapy. A patient’s biology may be associated with choice of treatment.

A follow-up study by the same group examined changes in brain metabolism before and after paroxetine treatment. A secondary finding in this study is important to prediction of treatment response. Patients with lower normalized metabolism bilaterally in orbitofrontal cortex prior to treatment responded better to paroxetine. More specifically, the left posterior medial orbitofrontal cortex had the “strongest relationship” with better response. As noted by the authors, further work with large groups and placebo controls is needed. This group has also studied SSRI-refractory patients treated with adjunctive risperidone (S. Saxena, personal communication). Risperidone responders had higher pretreatment glucose metabolism in right posteromedial orbitofrontal cortex and bilateral thalamus (Figure 30–1). Lower pretreatment glucose metabolism in left parietal and bilateral dorsolateral prefrontal cortices, however, was also associated with better response. Thus, there may be different, and perhaps opposite, neurochemistries among patients who respond to atypical antipsychotics.

Another SSRI, fluvoxamine, has been used in a PET study to predict treatment response. Results are in press, but the authors refer to the outcome in another published article. In this work, an inverse correlation was found between rCBF in the orbitofrontal cortex and treatment response, as well as a direct relationship between rCBF in the posterior cingulate cortex and treatment response.

One other area of PET prediction of treatment response has had a first examination. It is prediction of response to anterior cingulotomy. Rauch et al. retrospectively examined the presurgical PET scans of 11 patients who underwent anterior cingulotomies for refractory severe OCD. Higher presurgical regional cerebral metabolic rates for glucose utilization within posterior cingulate cortex were associated with better postoperative improvement in symptoms (Figure 30–2). The authors suggest that this finding may be related to a direct influence of the posterior cingulate on orbitofrontal cortex and caudate, in addition to its influence on the anterior cingulate. As noted with other pretreatment studies, this one had limitations including small numbers, scans done during a resting state, and reliance on a linear model of evaluation that did not account for variables such as comorbid conditions and medication effects.

**SPECT Imaging**

In a recent double-blind trial of sertraline versus desipramine for patients with OCD and comorbid major depression, 11 of 16 participants were classified as OCD treatment responders. In a retrospective examination of pretreatment scans, responders had higher rCBF in the orbitofrontal cortex (left>right), cingulate cortex, and basal ganglia than did nonresponders, irrespective of the medication used (Figure 30–3). The authors propose that “changes in cerebral activity correspond with changes in psychopathology rather than reflecting response-independent effects of treatment modalities.” The study, however, had small numbers and all patients had comorbid major depression.

Although the data are not available in a PubMed-indexed journal, a recent SPECT study of 37 OCD patients was reported at the Seventh World Congress of Biological Psychiatry. In this report, the presenter noted that the SSRI responders had greater pretreatment rCBF in the right caudate and lower rCBF in the anterior cingulate with symptom provocation.

**Conclusion**

Unlike many other neuropsychiatric disorders, OCD has reasonably well established circuitry. However, a substantial subset of OCD patients remain treatment refractory. As with most psychiatric conditions, there are no robust predictive tests to guide sequencing of treatment trials. Although traditionally considered a single diagnostic entity, OCD is now thought to be an etiologically and phenotypically diverse condition. The heterogeneous nature of this severely disabling condition creates a substantial challenge. Pretreatment indicators of likely treatment response would therefore be immensely valuable.

Previous studies of treatment prediction have not separated patients according to subtypes of OCD. Many have not included patients with comorbid disorders, although these are common. The meaning and interpretation of these studies might be different if more homogeneous subgroups of patients were compared. The great variety of approaches that has been used creates another challenge, making comparisons across studies difficult. Most studies have used relatively small groups and most have not been independently replicated. All studies to date were retrospective rather than prospective. Functional imaging studies have not all measured the same areas of brain, further complicating comparisons across studies.

Even with these problems, the reported results suggest that particular patterns of pretreatment regional brain activity in OCD differentially predict treatment response (to
behavioral therapy, SSRIs, adjunctive atypical antipsychotics, and neurosurgery). Prediction of treatment response based on pretreatment brain activity could become increasingly important in the future for understanding the mechanisms of treatment response. This opens the door to an exciting new prospect of being able to use functional testing to help guide treatment.
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Mataix-Cols D: Deconstructing obsessive-compulsive disorder: a multidimensional perspective. Curr Opin Psychiatry 2006; 19:84–89 Summarizes the various approaches to dividing obsessive-compulsive disorder into more homogeneous groups based upon clinical characteristics and symptom clusters. A multidimensional model is suggested in which multiple overlapping syndromes may be present.


Presents evidence of an association between neurological soft signs and treatment response to fluvoxamine in OCD patients.


Found that kinematical analysis of handwriting movements shows potential for the prediction of poor response to treatments in OCD patients.


Summarized the literature on predictors of good and poor treatment response in OCD, and used the identified variables to prospectively identify independent predictors of response. A model is presented that can estimate the probability of treatment response to antidepressants.

A sagittal magnetic resonance image of patient with chronic schizophrenia is overlaid with photomicrographs of dopamine transporter–labeled axons (left) and glutamic acid decarboxylase–positive neurons (top).
FIGURE 31–1. Darkfield photomicrograph of dopamine transporter–labeled axons in layer 6 of prefrontal cortex (area 9) from control (left) and schizophrenic (right) subjects (calibration bar=200 µm). Note the clearly diminished density of dopamine axons in the schizophrenic subject. Adapted from Akil et al.1 Copyright © 1999, American Psychiatric Association.

FIGURE 31–2. Darkfield photomicrographs of the glutamic acid decarboxylase (GAD) mRNA-positive neurons in deep layer 3 of prefrontal cortex (area 9) from control (left) and schizophrenic (right) subjects (calibration bar=150 µm). Note the reduction in labeled GABAergic neurons in the schizophrenic subject. Adapted from Volk et al.2 Copyright © 2000, American Medical Association. All rights reserved.
Dementia praecox, as formally described by Emil Kraepelin in 1898, is a devastating illness affecting every aspect of life for the patient and the patient's family. Over the past century, theories of the cause of schizophrenia have ranged from original sin to in utero viral infection. Heritability patterns support a strong genetic component, yet other factors are clearly involved. Schizophrenia, as this illness is now known, affects 1% of the population worldwide. In 1990, the socioeconomic impact of schizophrenia in the United States alone was $32.5 billion. These patients accounted for 25% of all hospital admissions and occupied 40% of all long-term care beds.

A vital part of fully understanding an illness is identification of the underlying pathology. Initially the search for the biologic basis of schizophrenia focused on changes in gross brain structure (macroscopic neuropathology). Volumetric studies undertaken in recent decades comparing normal subjects and individuals with schizophrenia have shown considerable variability in results. There is a consensus that the ventricles are commonly enlarged. More subtle abnormalities have been reported for many areas, including prefrontal cortex, basal ganglia, thalamus, and hippocampus, but specific claims are controversial. No single brain region is consistently abnormal in schizophrenia, and no pattern of gross brain abnormalities has been identified that is diagnostic of schizophrenia (see image at opening to this chapter for a sagittal T1-weighted magnetic resonance image of a 31-year-old male with chronic paranoid schizophrenia). It may well be, as suggested recently, that schizophrenia results from “the cumulative effect of deviant brain structure.” Thus, schizophrenia may be the functional end result of various combinations of brain abnormalities. More recently the focus has shifted to seeking the abnormal brain circuits that could account for the symptoms of schizophrenia. This approach requires measures that can be related to how brain regions function together as parts of the circuits that support complex cognitive functions. Widespread functional circuits can be studied by detailed examination of individual areas and by global examination of entire networks.

Many studies focus on the fine structure (microscopic neuropathology) of brain areas implicated in schizophrenia. Significant decreases in neuronal numbers have been found in the medial dorsal and anterior nuclei of the thalamus (parts of the thalamus with intimate connections to prefrontal and limbic areas) and in the nucleus accumbens (part of the basal forebrain). In the anterior nucleus of the thalamus, the reductions are in projection neurons rather than interneurons, suggesting a decrease in thalamocortical transmission. Some studies have also reported decreased neuronal numbers in the cingulate cortex, which is reciprocally connected to these thalamic nuclei. Most studies have not found decreased numbers of projection neurons (pyramidal cells) in the other major connection area considered important in schizophrenia, prefrontal cortex. More subtle differences may exist between individuals with schizophrenia and normal subjects in this area. For instance, several lines of evidence, including those involving increased neuronal density and decreased presynaptic proteins (i.e., synaptophysin), are consistent with a decrease in the density of synapses in prefrontal cortex.

Alterations have been reported in several neurotransmitter systems in this illness. Immunoreactivity for tyrosine hydroxylase—which is known to mark dopamine (DA)-containing axons—and immunoreactivity for the DA membrane transporter are both decreased in prefrontal cortex (see Figure 31–1). Several measures of the γ-aminobutyric acid (GABA) system are altered in prefrontal cortex, as well. There may be a decrease in inhibitory (GABAergic) interneurons. The tissue content of GABA and the cellular expression of the mRNA for the GABA transporter and for glutamic acid decarboxylase (synthetic enzyme for GABA; see Figure 31–2) are all decreased. In contrast, cellular expression of the mRNA for the GABA_A receptor is increased. These changes may be concentrated in a specific subgroup of GABAergic interneurons (chandelier neurons) that provide inhibitory input to the axon initial segment of pyramidal cells, thus exerting control over the excitatory output of the prefrontal cortex. Studies of the serotonin (5-HT) system have mixed findings. Postmortem studies have found increased 5-HT receptor density in several cortical areas, including prefrontal and temporal. On the other hand, labeling of axons immunoreactive to the serotonin transporter was unchanged in prefrontal cortex. The glutamate system has been studied less than other neurotransmitters, but there is evidence for altered expression of some receptor subtypes in hippocampus and some areas of cortex.

Functional brain imaging is another way of examining neurochemistry. Initial studies focused on imaging DA receptors because the first successful pharmacologic treatment for schizophrenia acted by blockade of DA D2 receptors. In addition, amphetamines, which can produce a state similar to paranoid schizophrenia, act by increasing presynaptic DA release and inhibiting uptake. These findings led to the development of the “dopamine hypothesis” of schizophrenia, in which the symptoms were attributed to excessive DA activity. Many, but not all, patients with schizophrenia have increased D2 receptor density in the striatum. Synaptic concentrations of DA may also be greater in schizophrenia. Dopaminergic responsiveness may also be increased, as indicated by a greater amphetamine-induced release of DA in the striatum. Studies have concentrated on striatum because of its high concentra-
tion of DA receptors. The low density of D2 receptors in other areas of brain has precluded their study in vivo, although newly developed ligands may change this in the future.16

The atypical antipsychotics act powerfully on other neurotransmitter systems in addition to DA. In particular, they are potent 5-HT receptor antagonists.19 The balance between 5-HT and DA antagonism may be critical to the lower rate of side effects with these agents.20 Although changes in 5-HT receptor density have been found in postmortem studies of brains from individuals with schizophrenia, two in vivo studies (measuring fluorine-18-labeled setoperone binding) did not find any difference.10 Similarly, in vivo studies of GABA receptor density have not found any abnormalities in individuals with schizophrenia, although alterations have been reported in postmortem studies.16 The basis for this divergence of findings has not yet been established.

Functional imaging can also indirectly observe summed synaptic activity, as mirrored in the metabolic demand of an area. There is sufficient anatomic resolution to observe functional subregions of the brain and thus gain insight into interacting circuits. Many studies have found a decrease in resting metabolism (as measured by regional cerebral blood flow or glucose metabolism) in areas of prefrontal cortex in schizophrenia.21,22 This hypofrontality is most closely associated with the negative symptoms of schizophrenia. Prefrontal cortex is made up of many functional areas, and it is clear that areas of increased and decreased metabolism coexist within individuals, indicating the importance of looking at subregions rather than prefrontal cortex in totality.21 Many other brain regions also show altered resting metabolism, including portions of anterior cingulate, temporal and parietal cortices, striatum, thalamus, and cerebellum.21,22 Correlation analysis has been used to examine functional relationships among many of these areas. The strength of correlation between frontal cortex and related regions is decreased in schizophrenia, suggesting changes in functional connectivity.21 Alterations in neuronal numbers, in the density of synaptic proteins (and therefore of synapses), in the density of transporters for neurotransmitters, and in their synthetic enzymes, found with micropathological studies, all may underlie the findings of changes in connectivity from functional brain imaging studies.

Even more informative, from the perspective of treatment, are the studies examining the effects of antipsychotic agents on regional brain metabolism. Medication-related increases in striatal metabolism have been found by several groups. It has been suggested that this is a “normalization” of function. A low resting striatal metabolic rate may even be predictive of good medication response.21 Similarly, medication-induced increased metabolic rate in striatal areas (caudate, globus pallidus) may predict development of tardive dyskinesia. Regional patterns of antipsychotic-induced metabolic changes vary with the agent. It is possible that careful systematic studies relating these differences to individual patients’ medication response may provide a means of predicting responders and nonresponders in future.

In recent years the original DA hypothesis of schizophrenia has been transformed as understanding of interactions among neurotransmitter systems has evolved. It has become evident that considering the DA system in isolation does not provide a full picture of schizophrenia. Many new formulations have been suggested that incorporate other neurotransmitter systems in a wide variety of ways.15,20,23–26 Some emphasize the interactions between DA and 5-HT, others the interactions between DA and glutamate. GABA is central in some theories, glutamate in others. Most of these theories involve multiple brain areas, although not necessarily the same areas.

A core similarity among these diverse approaches to understanding schizophrenia is an incorporation of the very complex interactions that exist among neurotransmitter systems at the level of individual synapses and at the level of interconnected brain regions. As a result of this wider view, new medications are being developed that target more neurotransmitter systems and different receptor subtypes than previously. Their success or failure will provide valuable insight into the pathophysiology of schizophrenia, as well as a source for new therapeutic agents.
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Lewis DA, Hashimoto T, Volk DW: Cortical inhibitory neurons and schizophrenia. Nat Rev Neurosci 2005; 6:312–324

Reviews the evidence that specific cognitive deficits in schizophrenia may reflect alterations in cortical inhibitory circuits arising from specific pathogenetic processes that have implications for therapeutic interventions.
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An axial (CT) scan from a patient who underwent frontal leukotomy (top left) shows massive damage to the anterior parts of the brain. A coronal myelin-stained brain section from a normal individual is color-coded with the locations for the three major prefrontal cortical circuits: orbitofrontal (blue), dorsolateral (pink), anterior cingulate (green). The approximate anterior-posterior location of the coronal section is indicated by the dashed line on the axial section. Note that connections from all three circuits may have been damaged in this patient.
FIGURE 32–1. Axial CT scans from two patients who underwent frontal leukotomy (transection of the fiber tracts leading from the frontal gray matter) are shown (a third case is shown in the image at the opening of this chapter). Early surgeries were necessarily performed freehand, resulting in considerable variability in actual lesion location and size. Note the dramatic differences among these three cases.

FIGURE 32–2. The original emotion and memory circuit proposed by Papez is diagrammed above in black. Current theories emphasize the presence of parallel processing of different aspects of behavior. The orbitofrontal circuit is thought to mediate socially appropriate behavior, impulse control, and empathy (blue). The dorsolateral circuit is thought to accomplish organization, planning, and attention (pink). The anterior cingulate circuit is thought to produce motivation by balancing the inhibitory input of the supplemental motor area with its own stimulus that supports wakefulness and arousal (green). The three circuits are color-coded at the level of the leukotomy on a coronal myelin-stained brain slice in the image at the opening to this chapter. Note that these pathways run close together. Subcortical injury is likely to affect more than one.
The accidental brain injury suffered by Phineas Gage in 1848 planted the seeds for a later formulation of the influence of the frontal lobes on personality and behavior. In the late 19th century, personality changes were also seen in patients following resection of frontal lobe tumors. Early studies correlating frontal lobe lesions (resulting from head wounds sustained in World War I) and changes in personality, affect, and behavior added to the preliminary theories of frontal lobe function. This knowledge was expanded with experimental studies in primates. Since then, intensive study of both brain-injured patients and animals has broadened and deepened our understanding of the brain circuits that underlie many aspects of normal cognition and personality, as well as mental illnesses.

The application of the neurosurgical approach to treatment of mental illness began in earnest with Moniz in 1936. He was convinced that lesions in the frontal lobes, by interrupting the fibers connecting the frontal lobes with other brain regions, would provide relief from the devastating symptoms of severe mental illness. His work came at a time in which the only treatments available for mental illness (other than heavy sedation or physical restraint) were hydrotherapy or convulsive treatment (by induction of hypoglycemic coma or metrazol seizures). Although these somatic therapies were sometimes effective, the remission of symptoms was usually transitory. The possibility of a treatment approach that could provide more permanent relief was thus of great interest, although it was recognized early on that there was a high likelihood of unwanted personality changes.

Surgical treatment of mental illness was prevalent prior to the development of antipsychotic medications in the 1950s. The white matter connecting the orbitofrontal and/or cingulate cortices with other cortical and subcortical structures was a common surgical target. The choice of this target was not primarily based on knowledge of the underlying brain circuits, but rather was based on symptom relief and better surgical outcome. Thus, surgical treatment brought passivity and apathy in many cases where before there were agony and aggression. It was also recognized from tumor surgeries that white matter lesions bled less than gray matter and had fewer postoperative complications.

During this early period, surgery was necessarily performed freehand, resulting in considerable variability in actual lesion location and size (see Figure 32–1) as well as surgical complications. Although therapeutic improvements were reported in many patients, there were also clear changes in personality and drive. Little was done to correlate lesion size and/or location with therapeutic effect. Such studies were difficult because the areas affected could only be assessed postmortem. Limited autopsy studies from 1947 to 1950 documented great differences in the lesions. The refinement of lesion size and placement was then attempted, based on experimental studies in primates, in an effort to diminish the occurrence of personality changes (still without a cohesive knowledge of circuitry). For a more complete account of the history of neurosurgical treatment of mental illness in the early years, see Dorman or Swayze.

Parallel to this era, a better understanding of brain circuitry was taking form. Near the turn of the century, Eduard Hitzig had proposed the concept of cortical localization and the motor cortex from his work with voltage studies in canine brains. After getting no motor response from frontal lobe stimulation, Hitzig deduced that “the frontal lobes have abstract thought.” Papez formally introduced the idea of the limbic circuit in 1937, naming specific brain structures associated with emotion and memory (see Figure 32–2). This initial circuit was expanded by McLean in 1932 to include, notably, the frontal and temporal lobes. The concept of specific brain circuits mediating cognition, emotion, and memory gained wide acceptance in neuropsychiatry. As the 20th century passed, knowledge of these circuits greatly expanded—as did their clinical applications. Later refinements emphasized the presence of parallel processing of different aspects of behavior (see Figure 32–2).

Development of pathophysiologic models of psychiatric disease has been greatly enhanced by the explosive increase in the techniques available to study the living brain that has occurred during the past three decades. Improvements in our understanding of the functional circuitry underlying both normal cognitive functions and mental illness have benefited enormously from the availability of methods for probing, in vivo, both structure (computed tomography [CT], magnetic resonance imaging [MRI]) and function (positron emission tomography [PET], single-photon emission computed tomography [SPECT], functional magnetic resonance imaging [fMRI], magnetoencephalography [MEG], tomographic electroencephalography [tEEG]).

Just as these imaging techniques expanded the knowledge of normal circuitry and pathophysiology, so did they influence treatment of disease.

Surgical treatment of mental illness is critically dependent upon a solid understanding of these circuits and the locations of the pathways connecting them. Currently, neurosurgery for mental illnesses is done, very infrequently, in expert centers for intractable mood or anxiety disorders. However, all stages of this treatment have benefited from these new imaging techniques. Imaging now allows preoperative localization of target areas at high resolution and has improved the placement of lesions significantly.
Although primarily used for treatment of “neurological” conditions (e.g., intractable Parkinson’s disease, central pain, uncontrollable seizures), stereotactic planning with MRI or CT is done to localize the exact target for radiofrequency lesions with electrodes in cingulotomies (accurate within 1–3 mm).\(^5\) Oblique coronal T\(_1\)-weighted magnetic resonance images currently are done, as well as the traditional sagittal T\(_1\)-weighted images.\(^10\) MRI localization is also used for anterior capsulotomy for intractable obsessive-compulsive disorder.\(^11\)

There are reports that now address the three-dimensional differences in target localization between CT and MRI, as well as which MRI sequence is best for visualizing small anatomical landmarks needed for stereotactic planning.\(^8,9,12\) CT is less prone to image distortion but has lower anatomic resolution. MRI provides much better visualization of anatomy, although image distortion may be present, which is highly dependent on scanner and pulse sequence. Overall, the accuracy of stereotactic localizations with CT and MRI appears to be equivalent.\(^12,13\) The greater anatomic resolution of MRI is now being exploited to provide direct visualization of target structures. For example, a heavily T\(_1\)-weighted fast spin echo inversion recovery MRI sequence (FSE-IR) has been used to directly localize the internal globus pallidus.\(^5\) This approach allows individual variations in anatomy to be taken into account in surgical planning, something not possible with the previously used gradient echo sequence—thus allowing more accurate ablation of the internal globus pallidus in intractable Parkinson’s disease. The FSE-IR images are acquired in both the axial and coronal planes of section, providing localization of the target in all three dimensions.\(^8,9\)

Postoperatively, imaging has an important role in many arenas. The gross extent and location of ablation can be easily evaluated by using CT or (preferably) MRI. Studies correlating lesion location and size with differential outcome are beginning to provide valuable insights. For instance, there is an ongoing controversy as to whether cingulotomy or anterior capsulotomy provides better symptom resolution in obsessive-compulsive disorder patients.\(^10,14,15\) In the immediate postoperative period (first few months), fatigue and loss of initiative and mental drive have been correlated with MRI-based visualization of edema surrounding the lesion site.\(^11\) In addition, imaging allows postoperative comparison of different surgical techniques (e.g., thermocapsulotomy with electrodes versus gamma capsulotomy with irradiation; thermocontrolled electrocoagulation versus radioactive yttrium-induced lesions).\(^11,16\)

Remote changes and degeneration of major pathways subsequent to surgical intervention can also be studied by using standard clinical MRI.\(^17–19\) In addition, newer MRI techniques such as magnetization transfer (MT) and diffusion tensor imaging (DTI) may provide more sensitive ways to study these changes, allowing a more accurate delineation of the pathways disrupted by the lesion.\(^20–22\) MT imaging is sensitive to interactions between free protons (unbound water in tissue) and bound protons (water bound to macromolecules such as those in myelin membranes). The amount of MT correlates with the degree of myelination. Thus, MT imaging is a promising method for studying both normal development and injury-induced pathway degeneration.\(^20,23,24\) DTI is a more complicated version of diffusion-weighted (DW) MRI. DW MRI is sensitive to the speed of water diffusion. In DTI, a set of at least six DW images is collected, each sensitized to a different anatomic direction. From this set of images several measures can be derived, including the principal direction of diffusion within each voxel of the image. Diffusion within white matter occurs much faster along the length of axons than transaxially, so the principal direction of diffusion within white matter reflects the average direction of the fibers and may be useful in tracing pathways.\(^21\)

In areas of pathway degeneration this directionality is diminished or lost.\(^22\) The greater sensitivity of these methods to injury-related changes may well provide a better correlation with differential outcome.\(^23,24\)

Metabolic imaging provides a way to ascertain functional alterations remote from the lesion site. Only a few studies have been done comparing metabolic measures before and after surgery.\(^23,26\) A case report of bifrontal leukotomy for refractory obsessive-compulsive disorder found that regional glucose metabolism (as measured by PET) was decreased toward normal in the orbital frontal cortex in concert with clinical improvement. Another study reported a correlation between symptom reduction and decreased cerebral blood flow (as measured by SPECT) in anterior frontal and cingulate cortex following subcaudate tractotomy for refractory depression. These findings are consistent with the present understanding of the brain circuits involved.

Imaging has changed the face of neurosurgical interventions for psychiatric diseases. It has made possible refined and carefully controlled procedures. The future holds yet more promise with the applications of functional MRI and other techniques such as three-dimensional spiral CT and intraoperative MRI.\(^27–29\) Ultimately these should lead to better treatments for severe and intractable mood and anxiety disorders.
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Hall W: Avoiding potential misuses of addiction brain science. Addiction 2006; 101:1529–1532

A cautionary editorial about the use of psychosurgery to treat opiate addiction in China and Russia and the potential danger that this unproven approach may be introduced into other nations.


Compares the accuracy of preoperative magnetic resonance imaging and stereotactic ventriculography for targeting the subthalamic nucleus. They found that mismatches were present with both techniques, but indirect targeting by use of radiological landmarks (ventriculography) was more accurate than direct targeting by anatomic
visualization. They note that regardless of the imaging methods used for targeting, electrophysiological exploration is mandatory to obtain optimal clinical results.


Provides an overview of psychosurgery including the origins and history, the four major procedures used in current practice, and likely future developments.


Discusses the origins of psychosurgery and the factors that lead to its acceptance as a treatment procedure.


A commentary on the known dangers of performing magnetic resonance imaging examinations in patients with implanted electrodes for deep brain stimulation and the importance of following manufacturers’ exposure guidelines.


Presents the long-term outcomes of psychosurgery on patients with treatment-resistant depression at their center. Although significant improvement or remission was obtained in many cases, no prognostic indicators were identified.


Reviews the history of and recent developments in psychosurgery for the treatment of mental illnesses.
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T₄. See Thyroxine
TBI. See Traumatic brain injury
TEACCH. See Treatment and Education of Autistic and Related Communication-Handicapped Children
technetium-99m hexamethylpropylene-amine oxime, 23, 124
tEEG. See Tomographic electroencephalography
Temporal lobe, 58
anatomy, 58, 59
Temporal lobe epilepsy, 59
benzodiazepines and, 62
functional imaging, 58, 60–61
seizures and, 60–61
serotonin and, 62
Thalamus, 183–189, 183, 184
anterior nucleus, 185–186
lateral dorsal nucleus, 186
limbic, 185
medial dorsal nucleus, 185
pathology, 186
visceral, 185
Thiopental, 4
Thyroxine (T₄), 13
Tomographic electroencephalography (tEEG), for surgical treatment of mental illness, 229
Tourette’s syndrome, 7
Toxins, 41
Toxoplasma encephalitis, 117
Tracers, 6
Trait, definition, 69
Transient ischemic attacks, 6–7
Transmissible spongiform encephalopathies (TSEs), 123–129
Trauma, 6–7
blast-related traumatic brain injury, 73–81
Traumatic axonal injury, 91–98, 91, 92
imaging studies, 95–96
microscopic evaluation, 93–94
serum markers, 94–95
Traumatic brain injury (TBI), 75–81, 75, 76
blast-related, 77–78
blast-related forces, 76, 77
common types and locations, 73
incidence, 93
mild, 83–90, 83, 84, 85
traumatic axonal injury, 91–98, 91, 92
Treatment and Education of Autistic and Related Communication-Handicapped Children (TEACCH), 41
Tricyclic antidepressants
for pain management, 202
sleep deprivation and, 157
Trifluoroiodomethane, 4
Triiodothyronine (T₃), 13
TSEs. See Transmissible spongiform encephalopathies (TSEs)
Tuberous sclerosis, 41
U.S. Drug Enforcement Agency, 20
Variant Creutzfeldt-Jakob disease (vCJD), 124, 125
Vasculitis, 6–7
vCJD. See Variant Creutzfeldt-Jakob disease
Virus-based tracers, 169–170
Vitamin B₆, for symptom relief of autism, 41–42
WGA. See Wheat germ agglutinin
Wheat germ agglutinin (WGA), 170
“X.” See Ecstasy
Xe. See Xenon gas
¹³³Xe. See Xenon-133
XeCT, 7. See Xenon-enhanced computed tomography
Xenon-enhanced computed tomography (XeCT), 45–48
advantages, 47
for carbon monoxide poisoning, 134
of a patient with alterations in cognition and behavior, 46
of a patient with severe cognitive changes, 45
of a patient with severe constructional dyspraxia, 46
side effects, 47
Xenon gas (Xe), 7, 47
Xenon-133 (¹³³Xe), 23
“xtc.” See Ecstasy
Yale-Brown Obsessive Compulsive Scale symptom checklist, 215